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Direct observation of intrinsic surface magnetic disorder in amorphous superconducting films
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The interplay between disorder and interactions can dramatically influence the physical properties of thin-
film superconductors. In the most extreme case, strong disorder is able to suppress superconductivity as an
insulating phase emerges. Due to the known pair-breaking potential of magnetic disorder on superconductors,
the research focus is on the influence of nonmagnetic disorder. Here we provide direct evidence that magnetic
disorder is also present at the surface of amorphous superconducting films. This magnetic disorder is present
even in the absence of magnetic impurity atoms and is intimately related to the surface termination itself. While
bulk superconductivity survives in sufficiently thick films, we suggest that magnetic disorder may crucially affect
the superconductor-to-insulator transition in the thin-film limit.
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Disorder in superconducting thin films plays a decisive role
in the determination of their physical properties. Although
Anderson’s theorem states that superconductivity is robust
with respect to nonmagnetic disorder [1], higher disorder,
coupled with the ensuing enhancement of electron-electron
interactions, does lead to an eventual reduction in the super-
fluid density and to local variations of the superconducting
order parameter (�) [2–4]. Only at very strong disorder su-
perconductivity breaks down and an insulating phase emerges
at the superconductor-insulator transition (SIT) [5–8].

In contrast, magnetic disorder has a much stronger impact
on superconductivity. This comes about because magnetic
scatterers break the time-reversal symmetry necessary for
efficient superconducting pairing. As a result, even weak
magnetic disorder is expected to lead to strong suppres-
sion of superconductivity [9–11]. The possible presence of
large amounts of magnetic disorder is thus commonly disre-
garded when investigating disordered superconductors. Yet,
a growing number of experimental observations indicate the
presence of intrinsic magnetic surface disorder in various su-
perconductors [12–15].

Direct evidence of magnetic surface disorder may be
obtained by scanning tunneling microscopy (STM) and
spectroscopy (STS) [16,17]. Magnetic impurities exchange
coupled to a superconductor are expected to result in Yu-
Shiba-Rusinov (YSR) resonances inside the superconducting
energy gap termed YSR states [18–20]. So far, STS has been
applied to a number of disordered superconductors [4,21–27].
Most of these studies, using normal-metallic tips, reported on
spatial variations in the width of the superconducting energy
gap. Yet, YSR states have only been reported for oxygen-rich
granular Al (grAl) films and were ascribed to unpaired spins
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due to the nonstoichiometric composition of the AlOx layers
between the pure Al grains [14].

Here, we use superconducting tips to spatially resolve
variations in the spectra of the superconducting energy gap
at the surface of amorphous indium oxide (a:InO) films, a
frequently studied disordered superconductor [5,28]. Our re-
sults are obtained from six different superconducting a:InO
films, grown ex situ, with different degrees of disorder (for
sample preparation and transport characterization see Supple-
mental Material (SM) [29]). The films have relatively high
critical temperatures [30], TC � 2.5 K (well above our base
temperature, T = 1–1.3 K), as confirmed prior to the STM
experiments by transport measurements (see SM for more
details [29]).

We observe an abundance of subgap peaks on the surface
of the a:InO films. In fact, if we also consider asymmetry in
the height of the coherence peaks as an indication of weakly
bound subgap peaks [31,32], we hardly observe any spectra
that follow the classic predictions of the Bardeen-Cooper-
Schrieffer (BCS) theory [33]. The response of these peaks
to high-frequency radiation and tip approach suggests that
these are YSR states [34–37], and, although some experiments
indicate the existence of surface magnetic disorder in simi-
lar systems [38–40], our results present, to the best of our
knowledge, the first direct evidence. We also show that the
presence of magnetic scattering centers is not due to surface
contamination and argue that it stems from the intrinsic pres-
ence of unsaturated bonds at the surface. Finally, while surface
magnetic disorder should not suppress superconductivity in
the bulk of the materials, we suggest that the role of surface
magnetism will substantially increase when approaching the
thin-film limit [41,42]. The SIT may well be affected by the
presence of surface magnetic disorder at this stage.

Our observations are made possible by utilizing super-
conducting tips (lead or niobium), shaped and character-
ized in ultrahigh vacuum to achieve atomic-scale spatial
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FIG. 1. Observation of subgap states. Representative local
dI/dV vs. V spectra (blue) observed by STS of an a:InO film. Traces
are vertically shifted for visibility. The gray shaded region indicates
eV � �tip. Data are measured at T = 1.3 K, and feedback opened at
I = 200 pA and V = 4 mV, lock-in amplitude is 15 μV. The dashed
black lines are fits to the data using a phenomenological model to in-
clude the effect of YSR states (for details see SM [29]). Black circles
indicate the coherence-peak positions from the fits. The bottom-most
trace (black, multiplied by five for visibility) is the average of all 400
evenly spaced spectra measured within a 100 × 100 nm2 scan range
from which the representative spectra were selected.

resolution. By using superconducting tips we overcome the
thermal broadening limit (∼3.5 kBT ≈0.3 meV at T = 1 K,
where kB is the Boltzmann constant), usually governing the
energy resolution of spectroscopic measurements, and greatly
improve the signal to noise ratio with respect to normal-
metallic tips. The measured spectra are then a convolution
of sample and tip densities of states (DoSs) rather than be-
ing directly proportional to the sample’s DoS. As a result,
all of the sample related spectroscopic features are shifted
in voltage (V ) by the superconducting gap of the tip [43]
(�tip/e = 1.3–1.5 mV, where e is the electron charge, see SM
for more details [29]).

To survey the local superconducting properties, we
record differential conductance (dI/dV ) spectra on several
macroscopically separated surface areas. Representative high-
resolution spectra measured at different positions within one
of these areas, in a range of 100 × 100 nm2, are presented in
Fig. 1 (data collected on other samples is available in the SM
[29]). Notably, most of the data do not resemble conventional
BCS spectra. Instead, we often observe several peaks, sym-
metric in voltage, but asymmetric in intensity, and at varying
subgap energies. The specific ratio of conventional BCS spec-
tra to those exhibiting subgap peaks is sample and position
dependent. For example, the data used in Fig. 1 are selected
from 400 evenly spaced spectra, all measured within the same
scan range, about 60% of which exhibit well-resolved subgap
peaks. We are able to capture the spectroscopic details of the
data presented in Fig. 1 by superimposing subgap quasipar-
ticle states, at energies ±ε � �, to the BCS form used to
describe our sample’s DoS. The fits to the spectra using this
phenomenological model are plotted as black dashed lines in
the figure (for full fit equation see SM [29]). Note that peaks

FIG. 2. Spatial variations. Grayscale map of dI/dV spectra mea-
sured along a line. The orange dashed lines indicate the averaged
energy gap of the a:InO film. Data at energies smaller than the
superconducting energy gap of the tip (eV � �tip = 1.38 meV) are
omitted for clarity, full spectral range is shown in SM [29]. Data are
measured at T = 1.3 K, and feedback opened at I = 130 pA and
V = 2.5 mV, lock-in amplitude is 15 μV. We note that the presence
of a subgap excitation reduces the amplitude of the coherence peak.

inside the tip’s gap (gray shaded region in Fig. 1 are related to
thermal occupation of quasiparticles [43], see SM [29]).

Next we probe the spatial extent of the subgap peaks. To
do so we record densely (1 nm) spaced spectra along lines
across the surface. An example is shown in Fig. 2. We find
a variety of subgap peaks at different energies, ranging from
deep inside the a:InO superconducting energy gap to its edge,
which is indicated by the dashed orange lines (for clarity, we
left out data at energies smaller than �tip, the complete spectra
are available in the SM [29]). While some of the subgap peaks
are rather local, others spread over a few nanometers.

The abrupt changes between the closely spaced spectra
indicate a fast decay of the subgap states, related to the
three-dimensional nature of the electronic system [16,44], and
are clear evidence for the need for highly resolved data. We
further emphasize the importance of high spatial resolution
by including in Fig. 1 the average of the entire set of spectra
taken on the equidistant grid from which the representative
data of that figure were selected (black, amplitude times five).
The average’s shape may easily be interpreted as a signature
of BCS superconductivity with an unexplained, but not un-
common [4,8,22–24,45], nonvanishing subgap conductivity.
Comparison to the highly resolved local data shows that this
averaging obscures the details of the subgap structure and,
thus, may lead to different conclusions on the superconducting
properties.

To gain further insight into the nature of the subgap states,
we explore the influence of the STM tip on their excitation
energy. Increasing the tunnel junction conductance by ap-
proaching with the STM tip toward the surface can result in
an increase in the energy, ε, of the subgap states, as seen
in Figs. 3(a), 3(b). At even higher conductances, ε saturates
at the energy of the coherence peaks. Similar observations
are made in other systems, where the subgap peaks are at-
tributed to YSR states [34–36]. Two possible mechanisms are
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FIG. 3. Approaching the surface and response to HF. (a) dI/dV vs. V measured at different set currents from 2 nA (black) to 3 nA (orange)
using 0.1 nA steps. The energy of the YSR state initially at |ε + �tip|∼1.5 mV is shifted towards the coherence peaks that are initially barely
resolved. The subgap peak’s energy trend is indicated by the arrow. Spectra are vertically shifted for visibility. The gray shaded region indicates
eV � �tip. Data are measured at T = 1.3 K, feedback is opened at V = 4 mV, lock-in amplitude is 15 μV. (b) Color-scale map of spectra
using the same data as in (a). For color scale, see (c). Map focuses on positive V for better visibility. Dashed line indicates �tip. The enhanced
conductance below �tip/e is related to the thermal replica of the V < 0 YSR state. (c) Color-scale map of dI/dV spectra measured at different
HF power, bottom, and simulation assuming that single-electron tunneling dominates the transport (h̄�/e splitting), top. Dashed lines indicate
�tip. Data are measured at the same position, as in (a), with the feedback opened at V = 4 mV and I = 2 nA. Differences in the HF amplitudes
between measurement and simulation stem from damping in our transmission line.

suggested: First, pulling or pushing of a magnetic impurity
due to van der Waals forces between tip and impurity, which in
turn change the coupling between the magnetic impurity and
the superconducting substrate [34,35]. Second, local gating
by the tip, which changes the electrostatic background [36].
Due to the low tunnel-junction conductance used and the low
charge density in our samples [5], we favor the latter expla-
nation. Importantly, both explanations are compatible with a
YSR origin of the observed subgap states.

We note that the observed subgap states are not consistent
with the recently reported collective gap in highly disordered
superconducting a:InO films [46]. In their report, Dubouchet
et al. observe subgap peaks that appear at high tunnel-junction
transmission, larger than the conductance quantum (G0 =
2e2/h), and associate them with tunneling processes involving
two electrons that indicate a collective energy gap of pre-
formed Cooper pairs. Our samples, however, are far from the
SIT, and our measurements are conducted in the low trans-
mission limit. Furthermore, while only tunneling processes
involving two electrons are relevant to the observation of a
collective gap, we are able to determine the single-particle
nature of electrons tunneling into the subgap states we re-
port here. This is done by irradiating the tunnel junction
by high-frequency radiation [(HF) ν = 30 GHz]. Introducing
radiation results in photon-assisted tunneling such that zero-
radiation power conductance peaks split in energy into several
peaks with a separation inversely proportional to the excita-
tion’s charge ke, δV = hν/ke, where h is Planck’s constant
and k is an integer [37,47–50].

A color-coded set of spectra with increasing HF amplitude
is shown in Fig. 3(c), bottom panel. The pronounced subgap
peaks are seen in white at the bottom of the map (lowest
HF power). As we increase the HF power a splitting of the
peaks is observed. Following Ref. [37] we simulated the data

using only the spectrum measured without HF radiation and
ν as input parameters. We find excellent agreement between
experiment and the single-particle simulation (k = 1).

A similar behavior of the subgap states in response to
HF radiation and upon tip approach has been observed for
YSR states [34–37], supporting this interpretation. However,
Andreev bound states could potentially respond in a similar
way [51]. These might arise in regions where the supercon-
ducting gap is locally much reduced, confining electrons by
Andreev reflections occurring at the boundaries. These bound
states would also induce similar peaks in the measured dI/dV
appearing symmetrically around the Fermi energy inside of
the superconducting gap. However, our observation of states
deep inside the superconducting energy gap would require
a dramatic reduction of the superconducting gap in large
parts of the surface. This is at odds with our fits of the data
and with previously reported gap variations of 10–20 % in
moderately disordered films [4,24,27]. Hence, we find this
scenario unlikely and favor the interpretation in terms of YSR
states. The occurrence of local subgap states (demonstrated in
Fig. 2, and also in the SM) further supports this conclusion.
If the origin of these states were some other variation of the
superconducting order parameter, one would have expected
them to vary on the length scale of the coherence length
(estimated to be 4–5 nm [30]). This is not the case. Finally,
based on the number of spectra exhibiting subgap states, we
can give an upper bound of �60% of the surface area affected
by magnetic impurities (for example, see data in Fig. 1).

Having established the observation of spatially varying
YSR states, we now discuss their magnetic origin. One
may suspect that the YSR states are due to magnetic im-
purities arising from surface modifications induced, e.g., by
surface oxide formation, or any other impurity absorption
during storage. We took measures to remove several surface
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FIG. 4. Removing surface layers. Characteristic spectra, shifted
for visibility, exhibiting pronounced YSR states. The spectra are
measured after the first (black), and second sputtering cycle (blue).
Data are measured at T = 1.3 K, and feedback opened at I = 200 pA
and V = 4 mV, lock-in amplitude is 15 μV. The gray shaded region
indicates eV � �tip.

layers by sputtering. We set the sputtering parameters to re-
move approximately a 1 Å thick layer of surface atoms per
minute, and conducted two sputtering cycles, 10 min each.
For this experiment we used a thick sample (300 nm) to avoid
thickness-dependent effects.

Post sputtering, we do not detect any qualitative change.
In Fig. 4 we present spectra exhibiting similar YSR states
after the first (black), and second sputtering cycle (blue). The
spectra are shifted vertically for visibility. While we choose
to present prominent subgap features, the entire sets of data
acquired after sputtering are qualitatively very similar to each
other and to data collected on other films without sputtering.
Even after two sputtering cycles, the majority of individual
spectra exhibit YSR states. If this finding was representing
bulk properties, this would be very surprising. This would im-
ply an extremely high density of magnetic impurities, which
are expected to strongly suppress superconductivity [9–11].
If, in contrast, the magnetic impurities are limited to the sur-
face, superconductivity in the bulk would be hardly affected.
Given the persistent superconducting state, we interpret the
occurrence of YSR states as a surface effect. The termination
of the sample inevitably exposes unsaturated bonds, which
involve unpaired electrons giving rise to YSR states. Each
sputtering cycle exposes new material, yet always exhibiting
unsaturated bonds. We therefore conclude that the surface
magnetic disorder is intrinsic.

We emphasize that, in contrast to Ref. [14], the YSR states
in our films are limited to the surface. Nonetheless, we believe
that magnetic surface disorder due to unsaturated bonds may
be generic to oxygen-rich materials and should be considered
as additional parameter in the complexity of disordered su-
perconducting films. Most prominently, surface effects may
play a significant role in thin samples. We speculate that
the SIT in such systems could be affected by the enhanced
exchange scattering at the surface. Specifically, local break-
ing of time-reversal symmetry due to magnetic impurities
could reduce the overall phase coherence, which would in
turn affect Cooper-pair localization [21,52,53] close to the
SIT.

We also expect the presence of surface magnetic disorder
to result in a finite contribution to the real part of the optical
conductivity at subgap energies (σ1, measured via electro-
magnetic absorption). This follows from measurements of
quenched superconducting films containing magnetic impu-
rities [54]. Recently, finite subgap conductivity (σ1) measured
in moderately disordered a:InO films was explained in terms
of the Higgs mechanism [55]. Considering our findings,
one would need to take into account a parallel contribution
to σ1, originating from the unavoidable surface magnetic
disorder, when estimating the magnitude of the Higgs
contribution.

In conclusion, using superconducting STM tips, we have
identified a large abundance of subgap states on the surface
of a:InO. Their response to high-frequency radiation as well
as to the proximity of the STM tip suggests that they are of
magnetic origin. Though sputtering does not affect the occur-
rence of the YSR states, they are most likely a surface-related
phenomenon as superconductivity could not persist with such
a large density of magnetic impurities in the bulk. We suggest
that dangling bonds at the sample’s termination provide the
unpaired electron spins. One may then consider strategies in
tuning the number of unsaturated bonds by annealing in vac-
uum or controlled oxygen exposure. Simultaneously tracking
the SIT may further shed light on the role of magnetic disorder
on the SIT.
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