Evolution of the persistent spin helix in the presence of Hartree-Fock fields
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We derive a spin diffusion equation for a spin-orbit coupled two-dimensional electron gas including the Hartree-Fock field resulting from first order electron-electron interactions. We find that the lifetime of the persistent spin helix, which emerges for equal linear Rashba and Dresselhaus spin-orbit interactions, can be enhanced considerably for large initial spin polarizations due to the Hartree-Fock field. The reason is a reduction of the symmetry-breaking cubic Dresselhaus scattering rate by the Hartree-Fock field. Also higher harmonics are generated and the polarization of the persistent spin helix rotates out of the \((S_x, S_z)\) plane acquiring a finite \(S_y\) component. This effect becomes more pronounced when the cubic Dresselhaus spin-orbit interaction is large.
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I. INTRODUCTION

In recent years the spin dynamics in semiconductors has attracted great interest, because integrating the spin degree of freedom into semiconducting devices opens up new possibilities of realizing spintronics or quantum computational devices.1 For these potential applications long spin lifetimes are highly desirable. In this respect the persistent spin helix (PSH)2,3 a spin-density wave state with ideally infinite lifetime, is of great interest. This state exists in two-dimensional electron systems with Rashba and linear Dresselhaus spin-orbit interactions of equal magnitude due to a SU(2) symmetry of the underlying Hamiltonian.3 On a less abstract level, the PSH state emerges because for Rashba and linear Dresselhaus spin-orbit interactions of equal magnitude the resulting spin-orbit interaction points into the same direction for all electronic momentum states. The magnitude of the spin-orbit interaction grows linearly with the projection of the momentum on the PSH wave vector, such that all spins rotate by the same angles when they diffuse along the PSH direction.

In real systems the lifetime of the PSH is no longer infinite due to the presence of additional terms which break the SU(2) symmetry of the Hamiltonian. It has been suggested, that the presence of cubic Dresselhaus spin-orbit interaction is the dominant symmetry-breaking mechanism leading to a finite lifetime of the PSH state.4–6 Experimentally, the PSH state has been observed in GaAs/AlGaAs quantum wells.4–9 where the cubic Dresselhaus spin-orbit interaction is quite small, as well as in (In,Ga)As quantum wells,10 where the cubic Dresselhaus spin-orbit interaction is much larger.

The observed temperature dependence of the lifetime of the PSH state suggests that also electron-electron interactions strongly affect the lifetime of the PSH state.6,11,12 In our previous work6 we found that the consideration of electron-electron interaction in combination with cubic Dresselhaus spin-orbit interaction as the symmetry breaking mechanism can fairly well account for the observed temperature dependence of the PSH lifetime. In this previous treatment we have only considered electron-electron collisions, which arise in second order in the electron-electron interaction but we have neglected the Hartree-Fock term, which arises in first order. This approximation is valid when the initial spin polarization is small and seems to be appropriate for the present experimental observations of the PSH state.5 On the other hand, it is experimentally also possible to realize large initial spin polarizations,13 where the Hartree-Fock term, which acts like an effective magnetic field pointing along the local spin polarization, is known to enhance the spin lifetime considerably.14–15 Therefore it is the purpose of the present paper to analyze the effect of the Hartree-Fock term on the PSH in the diffusive D’yakonov Perel’ regime.16 In particular we want to answer the following questions: (i) what is the effect of the Hartree-Fock term on the lifetime of the PSH state and (ii) does it modify the pattern of the spin polarization of the PSH state?

This article is organized as follows: In Sec. III we present the spin diffusion equation17–20 for a two-dimensional electron gas with Rashba and Dresselhaus spin-orbit interactions including the Hartree-Fock field, which arises from first order electron-electron interaction. In Sec. IV we show how the presence of the Hartree-Fock term enhances the lifetime of the PSH state. Furthermore, we demonstrate that the presence of the Hartree-Fock term also generates higher harmonics in the spin polarization. In particular, we show that the second harmonic corresponds to an \(S_y\) component and thus rotates the spin polarization out of the \((S_x, S_z)\) plane. The Appendices contain details about the derivation of the Hartree-Fock term (Appendix A) and of the spin diffusion equation (Appendix B).

II. MODEL

We describe conduction band electrons in a (001) grown quantum well with Rashba and Dresselhaus spin-orbit interactions, potential impurities, and electron-electron interactions. For simplicity we focus on the limit of zero temperature, where the second order electron-electron scattering vanishes but the first order contribution due to electron-electron interaction, i.e., the Hartree-Fock term, is finite. Although our treatment is strictly valid only at zero temperature, we expect that qualitatively similar results hold also for small but finite temperatures, because the temperature dependence of the Hartree-Fock term is weak and the presence of second order electron-electron interactions does not qualitatively affect the PSH state.6
We consider the following Hamiltonian (here, and in the following use \( \hbar = 1 \)):

\[
H = H_0 + H_{\text{imp}} + H_{\text{ee}},
\]

(1)

where the first term represents a two-dimensional electron gas (2DEG) with a quadratic dispersion and intrinsic spin-orbit interaction

\[
H_0 = \sum_{s,\mathbf{k}} \psi_{\mathbf{k}s}^\dagger \hat{\mathcal{H}}_{0s\mathbf{k}} \psi_{\mathbf{k}s},
\]

(2)

and the 2 \times 2 matrix in spin space

\[
\mathcal{H}_0 = \varepsilon_k + b(\mathbf{k}) \cdot \sigma.
\]

(3)

The \( \psi_{\mathbf{k}s}^\dagger (\psi_{\mathbf{k}s}) \) are creation (annihilation) operators for electrons with momentum \( \mathbf{k} \) and spin projection \( s \). Within the standard envelope function approximation\(^{21}\) one finds \( \varepsilon_k = \frac{k^2}{2m} \), where \( m \) is the effective mass. The vector of Pauli matrices is denoted by \( \sigma \) and the in-plane spin-orbit field

\[
b(\mathbf{k}) = b_E(\mathbf{k}) + b_D(\mathbf{k}) + b_c(\mathbf{k})
\]

(4)

contains Rashba spin-orbit interaction

\[
b_E(\mathbf{k}) = \alpha v_F \begin{pmatrix} k_y \\ -k_x \\ 0 \end{pmatrix}
\]

(5)

as well as linear and cubic Dresselhaus spin-orbit interactions

\[
b_D(\mathbf{k}) = \beta v_F \begin{pmatrix} k_y \\ k_x \\ 0 \end{pmatrix}, \quad b_c(\mathbf{k}) = \gamma v_F \begin{pmatrix} \sin 3\theta \\ -\cos 3\theta \\ 0 \end{pmatrix}.
\]

(6)

Here \( v_F \) is the Fermi velocity, the angle \( \theta \) gives the direction of \( \mathbf{k} \) with respect to the \( x \) axis, which we choose to point along the (110)-crystal direction.

Furthermore, we have included in Eq. (1) scalar electron-impurity interactions,

\[
H_{\text{imp}} = \frac{1}{V} \sum_{s,\mathbf{k},\mathbf{k}'} \psi_{\mathbf{k}s}^\dagger \mathcal{U}_{\mathbf{k}\mathbf{k}'} \psi_{\mathbf{k}'s},
\]

(7)

arising from scattering of electrons at potential impurities \( \mathcal{U}_{\mathbf{k}\mathbf{k}'}(\mathbf{x}) = \sum_{s} v(\mathbf{x} - \mathbf{R}_s) \), where \( v(\mathbf{x}) \) denotes the potential of each single impurity and \( \{\mathbf{R}_s\} \) are the impurity positions, eventually to be averaged over.

Finally, the Hamiltonian (1) contains electron-electron interactions,

\[
H_{\text{ee}} = \frac{1}{2V} \sum_{\mathbf{k}_1, \mathbf{k}_2, \mathbf{k}_3, \mathbf{k}_4} V_{\mathbf{k}_1\mathbf{k}_2\mathbf{k}_3\mathbf{k}_4} \psi_{\mathbf{k}_1s_1}^\dagger \psi_{\mathbf{k}_2s_1}^\dagger \psi_{\mathbf{k}_3s_2} \psi_{\mathbf{k}_4s_2},
\]

(8)

with a Thomas-Fermi screened Coulomb potential of the form \( V_{\mathbf{k}_1\mathbf{k}_2\mathbf{k}_3\mathbf{k}_4} \approx \tilde{v}(|\mathbf{k}_1 - \mathbf{k}_2|)\tilde{\alpha}_{\mathbf{k}_1\mathbf{k}_2\mathbf{k}_3\mathbf{k}_4} \), where \( \tilde{v}(q) = \frac{2}{q \pi a^* q} \) and \( \tilde{\alpha}_{\mathbf{k}_1\mathbf{k}_2\mathbf{k}_3\mathbf{k}_4} \approx 1 + \frac{2}{q \pi a^*} \), with \( a^* = \frac{\hbar^2}{m e^2} \) being the effective Bohr radius.

Following the procedure of our previous treatment of the PSH state\(^6\) we use the nonequilibrium statistical operator method\(^{22}\) to derive kinetic equations for the charge and spin components of the Wigner-transformed density matrix

\[
\dot{\rho}_{\mathbf{k}}(\mathbf{x},t) = n_{\mathbf{k}}(\mathbf{x},t) + s_{\mathbf{k}}(\mathbf{x},t) \cdot \sigma.
\]

(9)

Since to zeroth order in \( b/E_F \) the kinetic equations for spin and charge decouple, we only need to consider the spin component and find for the spin density \( s_{\mathbf{k}} \):

\[
\dot{s}_{\mathbf{k}} + \nabla \cdot \mathbf{J}_{\mathbf{k}}(\mathbf{x},t) + \mathbf{b}(\mathbf{k}) \cdot \ddot{s}_{\mathbf{k}} = \mathbf{J}^{\text{imp}}_{\mathbf{k}} + \mathbf{J}^{\text{ee}}_{\mathbf{k}}(1),
\]

(10)

with \( \nabla_i = k_i/m \), where the index \( i = x,y \) labels the in-plane spatial directions. For simplicity, we focus here on the limit of zero temperature, where the second order electron-electron collision integral vanishes and we keep only the first order electron-electron collision integral \( \mathbf{J}^{\text{ee}}_{\mathbf{k}}(1) \). As we show in Appendix A, \( \mathbf{J}^{\text{ee}}_{\mathbf{k}}(1) \) can be cast into an effective magnetic field, i.e., a Hartree-Fock term, arising from the mean polarization of the PSH state itself

\[
\mathbf{J}^{\text{ee}}_{\mathbf{k}}(1) = -2\mathbf{s}_k \times \int \frac{d\mathbf{q}}{(2\pi)^2} \tilde{v}(q)s_{k+q},
\]

(11)

The impurity collision integral in Eq. (10) is given by

\[
\mathbf{J}_{\mathbf{k}}^{\text{imp}} = -\sum_{\mathbf{k}'} W_{kk'} \delta(\varepsilon_k - \varepsilon_{k'}) (s_{k'} - s_k),
\]

(12)

where the transition rate is given by \( W_{kk'} = 2\pi n_i |v(k' - k)|^2 \) with the impurity concentration \( n_i \).

### III. SPIN-DIFFUSION EQUATION INCLUDING HARTREE-FOCK FIELDS

In the diffusive strong scattering D’yakonov-Perel’ regime \( b(k_F) \tau \ll 1 \) (where \( \tau \) is the momentum relaxation time) one can derive a diffusion equation for the spin density of the form (see Appendix B for details)

\[
\dot{s}_{\mathbf{k}} = \mathbf{D} \cdot \nabla s_{\mathbf{k}} + \mathbf{H}_1 + \mathbf{H}_3.
\]

(13)

We focus for simplicity on equal Rashba and Dresselhaus spin-orbit interactions \( \alpha = \beta \), i.e., the usual condition for the PSH state. In this case we find for the matrix \( \mathbf{D} \),

\[
\mathbf{D} = \begin{pmatrix} \mathbf{D}_{\mathbf{k}} & 0 & 0 \\ 0 & \mathbf{D}_{\mathbf{k}} & 0 \\ 0 & 0 & \mathbf{D}_{\mathbf{k}} \end{pmatrix} = \begin{pmatrix} D_\mathbf{k} I + (2B_1) \tau I \mathbf{v}^2/ \sqrt{8} \gamma \mathbf{v}^2/d & 0 & 0 \\ 0 & \mathbf{D}_\mathbf{k} \mathbf{v}^2/d - \mathbf{q}_0^2 & 0 \\ 0 & 0 & \mathbf{D}_\mathbf{k} \mathbf{v}^2/d - \mathbf{q}_0^2 \end{pmatrix} - 2\mathbf{\gamma}_{cd},
\]

(14)

where \( \mathbf{q}_0 = 4m v_F \alpha \) is the PSH wave vector. This corresponds to the usual spin diffusion matrix in the absence of Hartree-Fock fields but with a renormalized diffusion constant \( \mathbf{D} \) and a renormalized cubic Dresselhaus scattering rate \( \mathbf{\gamma}_{cd} \) given by

\[
\mathbf{D} = \frac{D}{1 + (2B_1) \tau \mathbf{v}^2/ \sqrt{8} \gamma \mathbf{v}^2/d},
\]

(15)

\[
\mathbf{\gamma}_{cd} = \frac{\mathbf{\gamma}_{cd}}{1 + (2B_1) \tau \mathbf{v}^2/ \sqrt{8} \gamma \mathbf{v}^2/d},
\]

(16)

which are the Hartree-Fock fields for the winding number one \( s_{1,1} \) and winding number three \( s_{1,3} \) components of the spin density

\[
s_{\mathbf{k}} = \sum_{l=0,\pm 1,\pm 3} s_{l}(k)e^{il\theta}.
\]

(17)
For the amplitude of the HFS state we find (see Appendices A and B)
\[
\chi_{k,n} = \frac{4\pi}{m} \int \frac{d\mathbf{q}}{(2\pi)^2} \hat{v}(|\mathbf{q} - \mathbf{k}|) f'(\epsilon_q) \left[ 1 - \frac{q_n''}{k_n} \cos(\theta_{qk}) \right],
\]
where \(\theta_{qk}\) is the angle between \(\mathbf{k}\) and \(\mathbf{q}\). Assuming a Fermi temperature of \(T_F = 400\) K, an effective mass of \(m_{\text{eff}} = 0.067m_e\), and a dielectric constant of \(\varepsilon_r = 12.9\) (for GaAs) one finds \(\chi_1 \equiv \chi_{k=1} = 34.7\) cm\(^2\)/s and \(\chi_3 \equiv \chi_{k=3} = 43.2\) cm\(^2\)/s at \(T = 0\).

The two other terms in (13) can be obtained by setting \(\alpha = \beta\)
\[
\mathbf{H}_1 = 2\tilde{D} \left\{ \mathbf{B}_1 \tau \times (\partial^2 \mathbf{S}) + q_0 \omega_s (\mathbf{B}_1 \tau \cdot \hat{e}_x) (\mathbf{S} \times \hat{e}_y) \right\} + q_0 \epsilon_0 (\mathbf{B}_1 \tau \times (\mathbf{S} \times \hat{e}_x)) + q_0 \epsilon_0 (\partial^2 \mathbf{S} \times \mathbf{B}_1 \tau) + 2q_0 (\mathbf{B}_1 \tau \times \partial^2 \mathbf{S} \times \mathbf{B}_1 \tau) + 2\epsilon_0 (\partial^2 \mathbf{S} \cdot \mathbf{B}_1 \tau + \partial^2 \mathbf{S} \cdot \mathbf{B}_1 \tau)
\]
\[
\mathbf{H}_3 = -2\tilde{\gamma}_c_d (\mathbf{B}_3 \tau \times \mathbf{B}_3 \tau \cdot \hat{e}_0) \times \mathbf{S}.
\]

Due to the presence of the terms \(\mathbf{H}_1,3\) the spin diffusion equation (13) becomes a nonlinear partial differential equation, because the Hartree-Fock fields \(\mathbf{B}_{1,3}\) depend on the solution for the spin density \(\mathbf{S}\) [see Eq. (16)]. The exact solution can thus only be found numerically. In the absence of cubic Dresselhaus spin-orbit interaction (\(\gamma = 0\)) the new \(\mathbf{H}\) terms vanish, i.e., \(\mathbf{H}_1 = \mathbf{H}_3 = 0\). Thus, as required by the conservation of the SU(2) symmetry in the presence of electron-electron interactions, the lifetime of the PSH state remains infinite for \(\gamma = 0\).

Note, that for the derivation of the spin diffusion equation only \(b(k_F)\tau \ll 1\) was required but no restriction applies with respect to the magnitude of the Hartree-Fock fields \(\mathbf{B}_{1,3}\) since those fields have winding number zero.

In our previous treatment of the PSH state in the presence of cubic Dresselhaus spin-orbit interaction we have found that the PSH state survives in the presence of cubic Dresselhaus spin-orbit interaction but the amplitudes of the spin polarization of the PSH state acquire a small ellipticity and a finite lifetime. The PSH eigenmode of Eq. (14) in the absence of the Hartree-Fock field (i.e., with \(\mathbf{B}_{1,3} \to 0\)) reads
\[
\mathbf{S}_0 = \mathbf{S}_0 = -S_0 \sin(q_0 y) e^{-t/\tau_{\text{PSH}}},
\]
\[
S_y = S_0 \left( 1 + \frac{\gamma_{cd}}{\Gamma} \right) \cos(q_0 y) e^{-t/\tau_{\text{PSH}}},
\]
\[
S_z = S_0 \left( 1 - \frac{\gamma_{cd}}{\Gamma} \right) \cos(q_0 y) e^{-t/\tau_{\text{PSH}}},
\]
where the lifetime \(\tau_{\text{PSH}}\) is given by
\[
\frac{1}{\tau_{\text{PSH}}} = \frac{1}{\Gamma} + \frac{3}{2} \gamma_{cd} - \frac{1}{2} \sqrt{\Gamma^2 + \frac{9}{4} \gamma_{cd}^2} \approx \frac{3}{2} \gamma_{cd}.
\]
Here we have denoted the D’yakonov-Perel’ relaxation rate by \(\Gamma = 4q_0^2 D\) and the approximate expressions for \(S_y\) and \(\tau_{\text{PSH}}\) are valid to lowest order in \(\gamma_{cd}/\Gamma \ll b_{ps}(k_F)/b_{ps}(k_F)\), which is basically the square of the ratio of the cubic Dresselhaus spin-orbit interaction over the linear spin-orbit interactions.

The purpose of the present paper is to investigate how the pattern and the lifetime \(\tau_{\text{PSH}}\) of the PSH state are modified in the presence of the Hartree-Fock field arising from first order electron-electron interactions. In Sec. IV A we present our results concerning the lifetime, based on numerical solution of the diffusion equation (13). Then, in Sec. IV B we present a more analytical analysis of Eq. (13). We will simplify the problem and investigate the diffusion equation assuming (i) the limit of small cubic Dresselhaus spin-orbit interaction \(\gamma_{cd}/\Gamma \ll 1\), and (ii) a \textit{time-independent} helical magnetic field instead of the self-consistent Hartree-Fock field. These assumptions allow for an analytical approach, making use of the smallness of the parameter \(\gamma_{cd}/\Gamma\). Although corresponding to a qualitatively different situation, this approach provides some insight in the general structure of the solutions of Eq. (13). Finally, in Sec. IV C we present full numerical solutions of Eq. (13) now focusing on the spatial pattern of the PSH for different initial spin polarizations and for small and large cubic Dresselhaus spin-orbit interaction.

IV. MODIFICATIONS OF THE PSH STATE

A. Lifetime enhancement of the PSH state

Our main finding is, similar to previous work,\(^{13,14}\) that the PSH lifetime is enhanced considerably due to the Hartree-Fock field arising from first order electron-electron interactions. The intuitive explanation is simply that the Hartree-Fock field is parallel to the spin polarization of the helix state and thus strengthens the spin polarization. Since experimentally this can, e.g., be realized by increasing the initial spin polarization, i.e., the amplitude of the PSH state, we show in Fig. 1 the time evolution of the \(S_z\) spin polarization for initial spin polarizations of the PSH state with 10% (blue) and 20% (red) using the parameters of the quantum well of Ref. 4: A Fermi temperature of \(T_F = 400\) K, an effective electronic mass of \(m_{\text{eff}} = 0.067m_e\), linear Rashba and Dresselhaus spin-orbit couplings of \(\alpha = \beta = 0.0013\), and a cubic Dresselhaus spin-orbit interaction of \(\gamma_{cd} = 5.0\) eV \(\AA^3\) as well as a momentum relaxation time of \(\tau = 1\) ps. In the simulations we always assume that at time \(t = 0\) the electronic spin polarization corresponds to the PSH state of Eq. (21). We then solve for
the time-dependent polarization \( \mathbf{S}(t) \) with the Hartree-Fock field switched on at time \( t = 0 \). For comparison the time evolution of the \( S_z \) spin polarization of the PSH state without Hartree-Fock field is also shown (in black). Obviously for realistic quantum well parameters the lifetime of the PSH state can easily be enhanced by factors of 10 to 20 when the initial spin polarization is in the percentage range.

The main cause for the lifetime enhancement of the PSH state can be traced back to the reduction of the effective cubic Dresselhaus scattering rate \( \tilde{\gamma}_{cd} \) in Eq. (15) in the presence of a Hartree-Fock field. Since it is the SU(2)-symmetry breaking cubic Dresselhaus spin-orbit interaction that renders the lifetime of the PSH state finite in the first place, a reduction of the effective cubic Dresselhaus scattering rate considerably enhances the lifetime of the PSH state. Because the Hartree-Fock field is proportional to the spin polarization itself, its magnitude and therefore its ability to suppress the effective cubic Dresselhaus scattering rate considerably decreases with decreasing spin polarization. As a consequence the spin polarization (solid lines) in Fig. 1 decays faster than the exponential decay (dashed lines) expected for a constant field.

**B. Analytical approach for \( \gamma_{cd} / \Gamma \ll 1 \)**

Whereas the full nonlinear solution for the spin polarization in the presence of a self-consistent Hartree-Fock field can only be obtained numerically, we can simplify the problem and work with a static magnetic field instead. We take as an ansatz for the PSH state

\[
\mathbf{S}_{\text{PSH}} = S_0 \begin{pmatrix} 0 \\ -\sin q_0 y \\ (1-x) \cos q_0 y \end{pmatrix},
\]

where \( x \) parametrizes the ellipticity of the spin polarization due to the presence of cubic Dresselhaus spin-orbit interaction [see Eq. (21)]. We assume the fields \( \mathbf{B}_{1,3} \) to be static and proportional to this polarization profile,

\[
\mathbf{B}_{1,3} = B_{1,3} \frac{\mathbf{S}_{\text{PSH}}}{|\mathbf{S}_{\text{PSH}}|}.
\]

If we plug the ansatz (23) and the fields (24) into the diffusion equation (13), we find that with

\[
x = \frac{\tilde{\gamma}_{cd}}{4q_0^2 D} \left( 1 + \frac{1}{2} (B_1 \tau)^2 \right) \equiv \frac{\tilde{\gamma}_{cd}}{\Gamma} \frac{1}{1 + \frac{1}{2} (B_1 \tau)^2},
\]

the instantaneous time evolution of the PSH state reads to lowest order in \( \gamma_{cd} / \Gamma \)

\[
\partial_t \mathbf{S}_{\text{PSH}} = -\frac{\mathbf{S}_{\text{PSH}}}{\tilde{\tau}_{\text{PSH}}} + \frac{\mathbf{S}_{2x}}{\tau_{2x}} + \frac{\mathbf{S}_{3yz}}{\tau_{3yz}},
\]

where

\[
\frac{1}{\tilde{\tau}_{\text{PSH}}} = \frac{3}{2} \tilde{\gamma}_{cd} = \frac{3}{2} \frac{\gamma_{cd}}{1 + (2B_1 \tau)^2},
\]

\[
\frac{\mathbf{S}_{2x}}{\tau_{2x}} = \frac{S_0}{3\tilde{\tau}_{\text{PSH}}} \begin{pmatrix} B_3 \tau - \frac{B_1 \tau}{1 + \frac{1}{2} (B_1 \tau)^2} & 0 & 0 \\ 0 & -\sin(2q_0 y) & 0 \\ 0 & 0 & (1-x) \cos q_0 y \end{pmatrix},
\]

This equation thus describes two effects: (i) The state \( S_{\text{PSH}} \) taken as ansatz tends to relax towards \( S = 0 \) with an instantaneous relaxation time \( \tilde{\tau}_{\text{PSH}} \), which is enhanced in comparison to the bare \( \tau_{\text{PSH}} \) due to the reduction of the cubic Dresselhaus scattering rate in the presence of a helical magnetic field. (ii) The polarization starts to develop higher harmonics (with wave vectors \( 2q_0 \) and \( 3q_0 \)), including an \( x \) component which was not present before [cf. Eq. (21)].

As we will show below, the magnitudes of the higher harmonics are smaller by factors \( \gamma_{cd} / \Gamma \) [see Eq. (33)]. This means that in the limit of \( \gamma_{cd} / \Gamma \ll 1 \) we can neglect the contributions of \( S_{2x} \) and \( S_{3yz} \) in (26) to first approximation, and Eq. (26) becomes valid at all times (at least for constant magnetic fields \( B_{1,3} \)). In this case one can solve the equation easily to find the simple exponential decay

\[
S_{\text{PSH}}(t) = S_{\text{PSH}} e^{-t/\tilde{\tau}_{\text{PSH}}}. \tag{30}
\]

This exponential solution for constant fields is indicated by dashed lines in Fig. 1. For the actual time-dependent Hartree-Fock field (solid lines in Fig. 1) the lifetime is of course shorter than \( \tilde{\tau}_{\text{PSH}} \) of Eq. (27): As soon as the spin polarization of the PSH state starts to decay, the fields \( B_{1,3} \) decrease proportionally, which results in an increase of the decay rate \( 1/\tilde{\tau}_{\text{PSH}} \) of the PSH state.

Let us now turn to the generation of higher harmonics in Eq. (26), which is due to the nonlinearity of the spin diffusion equation. In particular a second harmonic \( \sin(2q_0 y) \) term appears in the \( S_x \) component [see Eq. (28)] and a third harmonic \( \sin(3q_0 y), \cos(3q_0 y) \) term appears in the \( S_y \) and \( S_z \) components [see Eq. (29)]. Of course this is not the end of the story since, in order to obtain the full solution, the second and third harmonics would have to be included into the initial expression leading to a successive generation of all higher harmonics.

The most surprising and at first counterintuitive finding is the generation of a finite \( S_0 \) component of the spin helix, i.e., the observation that a Hartree-Fock field parallel to the local spin polarization rotates the spin polarization of the PSH out of the \( yz \) plane by creating an additional out-of-plane \( S_x \) component. In order to estimate the magnitude of this new second harmonic \( S_x \) component of the PSH state, we modify the ansatz of the initial PSH state of Eq. (23) to include the second harmonic \( S_x \) component as

\[
S_{\text{PSH2x}} = S_0 \begin{pmatrix} s_x \sin 2q_0 y \\ -\sin q_0 y \\ (1-x) \cos q_0 y \end{pmatrix}, \tag{31}
\]

Plugging this ansatz into the spin diffusion equation (13) one finds for the \( x \) component of \( S_{\text{PSH2x}} \), to leading order in \( \gamma_{cd} / \Gamma \),

\[
\partial_t (S_0 s_x) = \frac{S_0 \tilde{\gamma}_{cd}}{2} \left( B_3 \tau - \frac{B_1 \tau}{1 + \frac{1}{2} (B_1 \tau)^2} \right) - \frac{\Gamma}{4} S_0 s_x. \tag{32}
\]

We see that the second harmonic has a fast relaxation rate \( \Gamma \) compared to the time scale \( 1/\tilde{\gamma}_{cd} \) of the other terms. Let us
solve (32) for \( s_y(0) = 0 \), i.e., starting from the PSH ansatz of Eq. (23). Assuming that the spin polarization of the PSH state \( S_0 \) remains constant in time we find

\[
s_x(t) = \frac{\gamma_{cd}}{2\Gamma} \left( B_3 \tau - \frac{B_1 \tau}{1 + \frac{1}{2} (B_1 \tau)^2} \right) (1 - e^{-\frac{i}{2} \gamma \tau}).
\]

(33)

From this simple consideration we see that the fast relaxation rate of \( s_x \) has two effects: (i) It makes the equilibrium amplitude of the \( S_z \) component very small for small cubic Dresselhaus spin-orbit interaction since it is proportional to \( \gamma_{cd}/\Gamma \). (ii) It causes the \( S_z \) component to rise from zero to its maximum value within a short switch on period given by \( 1/\Gamma \ll \tau_{PSH} \).

Can we understand the physical origin of this second harmonic \( S_y \) component? Normally one would expect that a parallel magnetic field simply strengthens the parallel spin orientation. In the presence of spin-orbit fields, however, the spin density consists of parts with different winding numbers, where only winding number zero contributes to the local spin polarization while the other winding numbers (one and three) average out to zero. Since the anisotropic components of the spin density (winding numbers one and three) are not necessarily parallel to the local spin density and thus not necessarily parallel to the Hartree-Fock field, they can modify the pattern of the PSH state by rotations around the local Hartree-Fock field.

The expression for the second harmonic \( S_y \) component in the presence of a constant Hartree-Fock field [see Eq. (33)] suggests that both winding number one and winding number three parts of the spin density contribute to the formation of the \( S_z \) component. The winding number one part contributes only via the diffusion term. At one fixed position \( y \) electronic spins arrive via diffusion from \( y + \delta y \) with amplitude \( S(y + \delta y) \) and from \( y - \delta y \) with amplitude \( S(y - \delta y) \). While diffusing to position \( y \) both spins arriving from \( y \pm \delta y \) rotate around the local Hartree-Fock-field, which is parallel to \( S(y) \) and thus acquire a finite \( S_z \) component since \( S \) is polarized in the \( yz \) plane (see Fig. 2). Since the angle between \( S(y + \delta y) \) and \( S(y) \) is equal to the angle between \( S(y + \delta y) \) and \( S(y - \delta y) \), the resulting \( S_z \) components are of opposite sign and would cancel for equal magnitudes \( S(y + \delta y) = S(y - \delta y) \), i.e., for a PSH state with equal \( S_y \) and \( S_z \) amplitudes. However, in the presence of cubic Dresselhaus spin-orbit interaction the initial PSH profile is elliptical with the \( S_z \) and \( S_y \) amplitudes differing by approximately \( \gamma_{cd}/\Gamma \). Thus the amplitudes of the electronic spins arriving from \( y \pm \delta y \) differ due to the elliptical PSH profile leading to the formation of a finite \( S_z \) component (see Fig. 2). Only when the local spin polarization is parallel to one of symmetry axes of the ellipse, i.e., for \( S_y = 0 \) or \( S_z = 0 \), the amplitude of the electronic spins arriving from \( y \pm \delta y \) are equal and thus \( S_z = 0 \) at these points. Since this situation occurs for \( q_{0y} = 0, \pi/4, \pi, 3\pi/4 \), this explains the oscillation of \( S_z \) with double wave vector \( 2q_0 \).

The winding number three part of the spin distribution function contributes to the formation of an \( S_y \) component via combined rotations around the local Hartree-Fock field and the component of the cubic Dresselhaus spin-orbit field parallel to \( \hat{\gamma} \). Again a finite contribution to \( S_z \) arises only when the local spin polarization is neither parallel nor perpendicular to \( \hat{\gamma} \) (the direction of the relevant component of the cubic Dresselhaus spin-orbit field) thus leading to an oscillation of the winding number three contribution to \( S_z \) with double wave vector \( 2q_0 \) similar to the winding number one case.

C. Modification of PSH pattern

Since the magnitude of the \( S_y \) component as well as the other higher harmonics are of higher order in \( \gamma_{cd}/\Gamma \), they will become significant for systems with large cubic Dresselhaus spin-orbit interaction. Therefore it is interesting to investigate how the spatial and temporal evolution of the PSH state is modified when cubic Dresselhaus spin-orbit interaction is large \( \gamma_{cd} \approx \Gamma \). Since the magnitude of the cubic Dresselhaus spin-orbit interaction is given by the crystal symmetry of \( \text{GaAs} \), whereas the magnitudes of the linear Rashba and Dresselhaus spin-orbit interactions \( \alpha \) and \( \beta \) can be varied by changing the doping asymmetry and the width of the quantum well, we could access the \( \gamma_{cd} \approx \Gamma \) regime by reducing the magnitude of the linear spin-orbit interactions while keeping the magnitude of the cubic Dresselhaus spin-orbit interaction fixed. Since the lifetime of the PSH depends mainly on the magnitude of cubic Dresselhaus spin-orbit interaction [see Eq. (21), where one finds \( \tau_{PSH}^{-1} \approx \frac{3}{2} \gamma_{cd} \) for \( \gamma_{cd} \ll \Gamma \) and \( \tau_{PSH}^{-1} \approx \gamma_{cd} \) for \( \gamma_{cd} \gg \Gamma \)], this does not significantly affect the absolute lifetime of the PSH state. Alternatively, the regime of large cubic Dresselhaus spin-orbit interaction could also be reached by using an (In,Ga)As quantum well instead, or by increasing the Fermi energy.

In Fig. 3 we show the temporal and spatial evolution of the \( S_y \) component of the PSH state, which arises solely due to the Hartree-Fock term, for only slightly enhanced cubic Dresselhaus spin-orbit interaction. This situation has been reached by a reduction of the linear spin-orbit interactions by a factor of 0.2, which results in a ratio of \( \gamma_{cd}/\Gamma \approx 0.067 \). As
FIG. 3. (Color online) Time dependence of the $S_z$ amplitude, which arises solely due to the Hartree-Fock term, at first maximum $q_{0y} = \pi/2$ (left) and spatial and temporal evolution of the $S_z$ amplitude of the PSH state (right) for an initial spin polarization of 20% and with linear spin-orbit interactions reduced by a factor of 0.2 ($\gamma_{cd}/\Gamma = 0.067$ and $\tau_{PSH} = 412$ ps).

expected from Eq. (33) the magnitude of the $S_z$ component is quite small and its spatial variation is characterized by a $\sin(2q_{0y})$ dependence. The initial switch on process now exhibits an oscillatory behavior and, contrary to the $S_y$ and $S_z$ components, the magnitude of the $S_x$ component saturates before it drops to zero quite abruptly.

As an example for large cubic Dresselhaus spin-orbit interaction we show in Fig. 4 the spatial and temporal evolution of the PSH state for linear spin-orbit interactions reduced by a factor of 0.02, which results in a ratio of $\gamma_{cd}/\Gamma = 6.8$. The magnitude of the $S_z$ component is now quite sizable, reaching almost 8% of the PSH amplitude at intermediate times. Obviously the spatial variation is no longer characterized by a simple $\sin(2q_{0y})$ dependence but even higher harmonics start to play a prominent role. For comparison the spatial and temporal evolution of the $S_y$ and $S_z$ components are shown in Fig. 5. Due to the large ratio of $\gamma_{cd}/\Gamma = 6.8$ also the amplitude of the $S_z$ component is strongly reduced and the presence of higher harmonics is clearly visible.

V. CONCLUSIONS

Based on a spin-coherent Boltzmann type approach we have derived a semiclassical spin diffusion equation for a two-dimensional electron gas with Rashba and Dresselhaus spin-orbit interactions including the Hartree-Fock field, which arises in first order in the electron-electron interactions. In agreement with previous treatments we find that the Hartree-Fock term considerably enhances the lifetime of the persistent spin helix state, when the initial spin polarization is in the percentage range. Within our approach we are able to assign the origin of the lifetime enhancement to the suppression of the effective cubic Dresselhaus scattering rate by the Hartree-Fock field.

Surprisingly, not only the lifetime but also the pattern of the spin polarization is modified in the presence of a Hartree-Fock field. Due to the nonlinearity of the problem higher harmonics in the spin polarization are generated. The second harmonic corresponds to a spin polarization in the $S_x$ direction and thus rotates the spin polarization of the persistent spin helix state out of the ($S_y, S_z$) plane. These modifications of the spin pattern of the persistent spin helix become significant when the cubic Dresselhaus spin-orbit interaction is of similar magnitude as the linear spin-orbit interactions. Since the magnitude of the cubic Dresselhaus spin-orbit interaction is fixed by crystal symmetry, we have suggested that this regime could be experimentally reached by reducing the magnitude of the linear spin-orbit interactions via appropriate design of the quantum wells.

FIG. 4. (Color online) Time dependence of the $S_z$ amplitude at first maximum $q_{0y} = \pi/2$ (left) and spatial and temporal evolution of the $S_z$ amplitude (right) of the PSH state for an initial spin polarization of 20% and with linear spin-orbit interactions reduced by a factor of 0.02 ($\gamma_{cd}/\Gamma = 6.8$ and $\tau_{PSH} = 324$ ps).
with the first order mean field term:

\[ J^{(1)}_{H}(t) = i \langle [V, \psi_1^\dagger \psi_1] \rangle_{\text{rel}}. \]  

We evaluate the mean field term (A2) for the electron-electron interactions of Eq. (8). Evaluation of the commutator in Eq. (A2) yields in this notation

\[ J^{(1)}_{H}(t) = i \langle [V, \psi_1^\dagger \psi_1] \rangle_{\text{rel}}. \]  

Upon Wick decomposition of the averages

\[ \langle \psi_1^\dagger \psi_2^\dagger \psi_3 \psi_4 \rangle = - \langle \psi_1^\dagger \psi_3 \rangle \langle \psi_2^\dagger \psi_4 \rangle + \langle \psi_1^\dagger \psi_4 \rangle \langle \psi_2^\dagger \psi_3 \rangle = - \delta_{k_1 k_2} \delta_{k_3 k_4} f_{\epsilon_{k_1}}(k_1) f_{\epsilon_{k_2}}(k_2) + \delta_{k_1 k_3} \delta_{k_2 k_4} f_{\epsilon_{k_1}}(k_1) f_{\epsilon_{k_2}}(k_2) \]  

and by exploiting the Kronecker symbols we obtain a mean field term that is diagonal in momentum but remains a matrix in spin space

\[ J^{(1)}_{\text{ee}}(k) = \frac{1}{i V} \sum_{k'} \tilde{v}(\epsilon_{k' k}) \left[ f(k') f(k) - f(k) f(k') \right]. \]  

(A5)

By decomposing the spin space matrices according to

\[ \hat{\mathbf{J}}(k) = \eta_k + \sigma \cdot \mathbf{s}_k, \quad \hat{\mathbf{J}}^{(1)}_{\text{ee}} = \mathbf{J}^{(1)}_{\text{ee}}(k) + \sigma \cdot \mathbf{J}^{(1)}_{\text{ee}}(k), \]  

one finds that the mean field term entering on the right-hand side of the kinetic equation for the spin density [Eq. (10)] becomes

\[ \mathbf{J}^{(1)}_{\text{ee}} = -2 \mathbf{s}_k \int \frac{dq}{(2\pi)^3} \tilde{v}(q) \mathbf{s}_{k+q}. \]  

(A7)

**APPENDIX B: SPIN DIFFUSION EQUATION**

We follow the approach used in our previous work to set up a diffusion equation for the spin density \( s_k \) valid in the diffusive D'yakonov-Perel' regime, i.e., in the regime \( b(k_F) \tau \ll 1 \) where due to strong scattering the spin polarization is stabilized. In order to solve Eq. (10) for the spin density we expand the spin density into k-space winding numbers

\[ s_k = \sum_{l=0, \pm 1, \pm 3} s_l(k)e^{il\theta}, \]  

(B1)

where we keep besides the isotropic component \( s_0 = -\frac{2\pi}{m} f(\epsilon_0) S \) anisotropic components with winding numbers \( \pm 1 \) and \( \pm 3 \). Other winding numbers would be of higher order in \( b(k_F) \tau \) and therefore need not to be considered in the diffusive regime.

Using this expansion of the spin density, the first order electron-electron collision integral [Eq. (A7)] reduces in the diffusive regime to

\[ \mathbf{J}^{(1)}_{\text{ee}} = -\mathbf{S} \times (\chi_1 s_k \pm 1 + \chi_3 s_k \pm 3), \]  

(B2)

where \( \chi_1 \) and \( \chi_3 \) have been defined in Eq. (18).

Plugging the Hartree-Fock precession term (B2) back into the equation for the spin density (10) one finds for the isotropic components of the spin density

\[ \partial_t \mathbf{s}_0 = \frac{\eta_v}{2} \mathbf{s}_v - \frac{\eta_c}{2} \mathbf{s}_c - \frac{\eta_b}{2} \mathbf{s}_b - \mathbf{s}_c \times \mathbf{b}_v - \mathbf{s}_b \times \mathbf{b}_c - \mathbf{b}_c \times \mathbf{b}_v, \]  

(B3)
with
\[ s_0 = s_1 + s_{-1}, \quad s_{-3} = s_3 + s_{-3} \]
\[ s_1 = i(s_0 - s_{-1}), \quad s_3 = i(s_3 - s_{-3}) \]

(B4)

and the spin-orbit fields
\[ \mathbf{b}_c = v_F k (-\alpha + \beta) \mathbf{e}_y, \quad \mathbf{b}_s = v_F k (\alpha + \beta) \mathbf{e}_z, \]
\[ \mathbf{b}_{c3} = -\gamma v_F \frac{k^3}{4} \mathbf{e}_y, \quad \mathbf{b}_{s3} = \gamma v_F \frac{k^3}{4} \mathbf{e}_z. \]

(B5)

In order to obtain a closed equation for \( s_0 \) one has to determine \( s_1, s_s, s_{-3}, \) and \( s_3 \) from the anisotropic components of the Boltzmann equation. In the diffusive regime it is sufficient to find the (quasi-)equilibrium solutions for the anisotropic coefficients, which are obtained by omitting the time derivative of the anisotropic components. The justification for doing so is that in order to capture the slow precession-diffusion-dynamics of the real space density we can interpret the time derivative as a coarse-grained one, i.e., \( \partial_t s_0 \to \Delta s_0 / \Delta t \) with \( \Delta t \approx b \tau \). Then the fast relaxation of the anisotropic components into the steady state at the beginning of each time interval \( \Delta t \) contributes only in higher order in \( b \tau \) to the average over \( \Delta t \). Using these approximations one finds for the winding number one components
\[ s_0 = -\tau_1 v \partial_t s_0 + 2 \tau_1 \mathbf{b}_c \times s_0 + 2 \tau_1 \mathbf{B}_1 \times s_s, \]
\[ s_s = -\tau_1 v \partial_t s_0 + 2 \tau_1 \mathbf{b}_s \times s_0 + 2 \tau_1 \mathbf{B}_1 \times s_s, \]

where \( \mathbf{B}_1 = \chi_2 \mathbf{S} \) is the Hartree-Fock field felt by the winding number one spins and \( \tau_1 \) is the effective relaxation time for the winding number one part of the spin distribution function. Although in our model \( \tau_1 = \tau \), this is not true in general, e.g., consideration of second order electron-electron scattering\(^6\) will add an additional term to \( \tau_1 \). Therefore we use the more general \( \tau_1 \) in all our expressions in order to make an extension to including, e.g., second order electron-electron interaction straightforward.

Solving Eqs. (B6) one finds
\[ s_0 = -\tau_1 \left\{ v \partial_t s_0 - 2 \mathbf{b}_c \times s_0 + 2 \tau_1 v (\mathbf{b}_c \times \partial_t s_0) \right\} \]
\[ - 4 \tau_1 \mathbf{B}_1 \times (\mathbf{b}_c \times s_0) + 4 \tau_1^2 v^2 \mathbf{B}_1 \cdot (\partial_t \mathbf{s}_0), \]
\[ s_s = -\tau_1 \left\{ v \partial_t s_0 - 2 \mathbf{b}_s \times s_0 + 2 \tau_1 v (\mathbf{b}_s \times \partial_t s_0) \right\} \]
\[ - 4 \tau_1 \mathbf{B}_1 \times (\mathbf{b}_s \times s_0) + 4 \tau_1^2 v^2 \mathbf{B}_1 \cdot (\partial_t \mathbf{s}_0), \]

(B7)

where we have used \( \mathbf{B}_1 \parallel s_0 \) and
\[ \overline{\tau}_1 = \frac{\tau_1}{1 + (2 \mathbf{B}_1 \tau_1)^2}. \]

Similarly, the steady state of the winding number three anisotropic components of the spin density is governed by the following equations:
\[ \frac{s_3}{\tau_3} = 2 \mathbf{b}_c \times s_0 + 2 \mathbf{B}_3 \times s_s, \]
\[ \frac{s_s}{\tau_3} = 2 \mathbf{b}_s \times s_0 + 2 \mathbf{B}_3 \times s_s, \]

(B9)

where \( \mathbf{B}_3 = \chi_3 \mathbf{S} \) is the Hartree-Fock field felt by the winding number three spins and \( \tau_3 \) is the effective relaxation time for the winding number three part of the spin distribution function. Although in our model \( \tau_3 = \tau \) we keep the more general \( \tau_3 \) in all our expressions based on the same reasoning as detailed for \( \tau_1 \) below Eq. (B6).

Solving the equations for \( s_3 \) and \( s_{-3} \) one finds
\[ s_3 = 2 \overline{\tau}_1 \left\{ \mathbf{b}_c \times s_0 + 2 \tau_3 \mathbf{B}_3 \times (\mathbf{b}_s \times s_0) \right\}, \]
\[ s_{-3} = 2 \overline{\tau}_1 \left\{ \mathbf{b}_s \times s_0 + 2 \tau_3 \mathbf{B}_3 \times (\mathbf{b}_c \times s_0) \right\}, \]

(B10)

where we have used that \( \mathbf{B}_3 \parallel s_0 \) and
\[ \overline{\tau}_3 = \frac{\tau_3}{1 + (2 \mathbf{B}_3 \tau_3)^2}. \]

(B11)

Plugging the solutions for the anisotropic components (B7) and (B10) back into the equation for the isotropic spin density (B3) and using \( \alpha = \beta \), i.e., the condition for the PSH state, one finds for the spin density \( \mathbf{S} \), which is given by \( \mathbf{S} = \int \frac{d^3 \mathbf{k}}{(2\pi)^3} s_0 \) at \( T = 0 \) the spin diffusion equation (13).
23. This reasoning is based on the equations of Appendix B. When the expression for the winding number three part of the spin distribution [Eq. (B9)] is plugged into the equation for the isotropic component [Eq. (B3)] one finds that the only term, which generates a finite $S_x$ component is of the form $b^{(3)} \times (s_0 \times (b^{(3)} \times s_0)) = -(b^{(3)} \times s_0)(b^{(3)} \cdot s_0)$, where $b^{(3)} \propto \hat{e}_y$. 