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2 1 Introduction

1 Introduction

This thesis discusses the effects of an external random disorder potential on a Bose-Einstein
condensate. The macroscopic quantum phenomenon of Bose-Einstein condensation was first
predicted by Satyendra Nath Bose and Albert Einstein in 1924 [1, 2]. They postulated a new
state of matter of weakly or non-interacting bosons at very low temperatures. In that case,
a large number of atoms occupies the ground state, leading to a macroscopic quantum state.
It took approximately 70 years until an experimental evidence was established in ultracold
gases of alkali metals [3, 4] by Eric A. Cornell, Wolfgang Ketterle and Carl E. Wieman in
1995 which was rewarded with the Nobel price in 2001.

The problem of interacting disordered bosonic atoms, known as the ’dirty boson problem’
[5], first came up in the context of superfluid Helium in Vycor [6]. Due to the discovery of
new experimental techniques, researchers are currently able to investigate thoroughly this
field. Theoretically, a random disorder potential comes along with Anderson localization [7].
For matter waves, this seminal problem was first proven in two experiments; the random or
quasi-random disorder potential was either produced by laser speckles [8] or by an incommen-
surable optical lattice [9]. In the laser speckle realization the disorder potential is created by
a laser beam which shines through a diffusive plate and yields a random interference pattern
[10]. In the incommensurable optical lattice, however, it is created through two interfering
laser beams with incommensurable wavelengths producing a quasi periodic potential. Figure
1 from Ref. [11] shows the experimental setup and a possible realization for such a random
speckle potential.

Furthermore, in wire potential traps [12, 13], due to the conductor’s roughness, a disorder
potential is naturally created. In addition, imperfections of the wire itself can induce local
disorder. The review [13] of József Fortágh and Claus Zimmermann discusses a resulting
fragmentation of the atomic cloud, after having brought the atoms close enough to a current
carrying conductor (see Figure 2).

Finally, according to a theoretical suggestion of Ref. [15], a specie of atoms is trapped in a
deep optical lattice and serves as a frozen disorder potential for a second specie of different
atoms. Although first experiments in this direction have already been performed [16], it has
not yet been achieved to generate in this way an ideal frozen disorder potential.

One of the first important results of the dirty boson problem was introduced by K. Huang and
H.-F. Meng in 1992 [17]. Within a Bogoliubov theory for a weakly interacting Bose-Einstein
condensate it was found that the random disorder potential leads to a depletion of the global
condensate density

n0 = n− Rm2

8π
3
2~4

√
n

a
, (1)
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Fig. 1 – (a) Optical setup for the speckle potential for the BEC. The axial direction of
the magnetic trap is in the vertical direction of the figure. (b) 3D representation of the
speckle potential (left) and its Fourier transform (right). The dotted lines correspond to
a length scale of about 10 µm in the axial direction (from Ref. [11]).

where a represents the s-wave scattering length and R indicates the disorder strength. This
result is due to the fact that the atoms partially occupy the local minima of the disorder
potential, so that these fragmented Bose-Einstein condensates represent a loss for the global
condensate. The question arises whether, for increasing disorder strength R, a state of a
vanishing global condensate density can be established where all atoms accumulate in the
minima of the disorder potential. As it turns out, the Huang-Meng result (1) is only reliable
for small disorder and, therefore, cannot make a proposition of whether this quantum phase
transition occurs or not.

In the following we show in Section 2 that the Huang-Meng result (1) can be reproduced
by solving the Gross-Pitaevskii equation perturbatively. Afterwards, Section 3 discusses a
non-perturbative approach towards the dirty boson problem which is based on a Gaussian
approximation. As a non-trivial result we find a critical disorder strength beyond which
a Bose-glass phase emerges, causing a quantum phase transition [18]. In analogy to the
Edward-Anderson order parameter of spin gases [19], Section 4 applies a Bose-glass order
parameter [20] in order to interpret the non-perturbative result of Section 3. Finally, Section
5 provides a summarizing discussion of the thesis.
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Fig. 2 – Fragmentation of an ultracold cloud of 87Rb atoms in a magnetic waveguide
potential of an electroplated conductor. The conductor is indicated by the horizontal
dashed line (from Ref. [14]).

2 Perturbation Theory

2.1 Gross-Pitaevskii Equation

A Bose-Einstein-Condensate in a potential U(x) at zero temperature is described by the
time-dependent Gross-Pitaevskii equation [21, 22][

− ~2

2m
4+ U(x) + g |Ψ(x, t)|2

]
Ψ(x, t) = i~

∂

∂t
Ψ(x, t). (2)

The Gross-Pitaevskii equation is also referred to as nonlinear Schrödinger equation, as it
reduces for a vanishing interaction parameter g = 0 to the Schrödinger equation. For g 6= 0
an additional nonlinear term g |Ψ(x, t)|2 Ψ(x, t) has to be added to account for the 2-particle
contact interaction. The second difference is that the Gross-Pitaevskii equation describes a
macroscopic quantum state which leads to a different normalization

N =

∫
d3x |Ψ(x, t)|2 . (3)

The ansatz Ψ(x, t) = Ψ(x)e−
i
~µt yields the time-independent Gross-Pitaevskii equation[

− ~2

2m
4+ U(x) + g |Ψ(x)|2

]
Ψ(x) = µΨ(x), (4)
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where the chemical potential µ is determined from the normalization (3). As a remark, the
wave function Ψ(x) contains the chemical potential µ as a parameter.

2.2 Disorder

Next we will discuss a perturbation approach for solving the stationary Gross-Pitaevskii
equation with a random disorder potential U(x). Since U(x) is a random potential, it is
characterized by its statistical properties. To this end we introduce 〈•〉 as the statistical
average over many disorder realizations. In the following we will restrict ourselves to a
Gaussian process U(x), thus we cut off its cumulant expansion after the second term. This
means that its statistical properties are characterized by the first order average 〈U(x)〉 and
the second order cumulant 〈U(x)U(x′)〉c. Taking into account spatial homogeneity, we have

〈U(x)〉 = U0 (5)

〈U(x)U(x′)〉c = R(x− x′), (6)

with some correlation function R(x − x′). Without loss of generality we can set U0 = 0 by
the substitution

U ′(x) = U(x)− U0, (7)

µ′ = µ− U0, (8)

where the disorder average yields 〈U ′(x)〉 = 0. The Gross-Pitaevskii equation is not changed
by this substitution as U is simply replaced by U ′ as well as µ is replaced by µ′. This leads
to the following statistical properties of the disorder potential:

〈U(x)〉 = 0, (9)

〈U(x)U(x′)〉 = R(x− x′). (10)

In what follows we will also need the disorder average of the Fourier transformed

〈U(k)U(k′)〉 =

∫
d3x

∫
d3x′e−i(kx+k′x′)〈U(x)U(x′)〉. (11)

Performing the substitution x′′(x) = x− x′ by inserting (10) into (11), we obtain

〈U(k)U(k′)〉 = (2π)3δ(k + k′)R(k). (12)

2.3 Physical Questioning

The question is what happens to the bosons when we switch on a disorder potential and
increase the disorder strength. One would suggest three possible reactions of the bosons:

1. The bosons remain in the global macroscopic condensate, which is determined by the
condensate density
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2. The bosons condense in small minima of the disorder potential. We refer to them as
the fragmented condensate.

3. The bosons reach excited states. This case is not included in the Gross-Pitaevskii
equation as it is restricted to zero temperature.

One would assume that with increasing disorder strength more and more bosons are collected
in the fragmented condensate and thus lead to a depletion of the global condensate. Now, the
question arises whether we can achieve a state where no bosons exist in the macroscopic con-
densate. If this happens at zero temperature, a quantum phase transition from a superfluid
to a Bose-glass will occur [18].

2.4 Perturbative Approach

We will now discuss a perturbative approach where we restrict ourselves to a condensate
at rest which can be described without loss of generality by a real wave function Ψ(x).
Therefore, we have to solve the stationary Gross-Pitaevskii equation[

− ~2

2m
4+ U(x)− µ

]
Ψ(x) + gΨ(x)3 = 0 (13)

leading to the wave function Ψ(x) as a functional of the disorder potential U(x). We then
determine the statistical averages defining both the condensate density

〈Ψ(x)〉2 = n0 (14)

and the particle density

〈Ψ(x)2〉 = n. (15)

2.4.1 Perturbative Expansion

We write the wave function Ψ(x) as

Ψ(x) = Ψ0 + Ψ1(x) + Ψ2(x) + · · · , (16)

where the respective index n at the contribution Ψn(x) indicates the n-th order contribu-
tion with respect to the disorder potential. Due to spatial homogeneity the zeroth order
contribution is assumed to be a constant. Inserting the ansatz (16) in (13) yields at first

(gΨ2
0 − µ)Ψ0 +

[
ĥΨ1(x) + U(x)Ψ0

]
+
[
ĥΨ2(x) + U(x)Ψ1(x) + 3gΨ0Ψ1(x)2

]
+ · · · = 0 (17)

with the operator

ĥ = − ~2

2m
4− µ+ 3gΨ2

0 . (18)
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Equating the coefficients leads to one equation for each order defining the wave functions
Ψn(x).
The equation for the zeroth order results in

Ψ0 =

√
µ

g
. (19)

The first order term Ψ1(x) follows from solving

ĥΨ1(x) = −U(x)Ψ0. (20)

Performing a Fourier transformation yields an algebraic equation which is solved by

Ψ1(k) =
−U(k)Ψ0

~2k2

2m
− µ+ 3gΨ2

0

(21)

or, correspondingly,

Ψ1(x) =

∫
d3k

(2π)3

−U(k)Ψ0

~2k2

2m
− µ+ 3gΨ2

0

eikx . (22)

A similar procedure also applies to the second order Ψ2(x), which is determined by solving

ĥΨ2(x) = −Ψ1(x) [U(x) + 3gΨ0Ψ1(x)] . (23)

Here we need the fact that a Fourier transformation of a product of two functions corresponds
to a convolution of the Fourier transformed functions∫

d3xΨ1(x)U(x)e−ikx =

∫
d3k′

(2π)3
Ψ1(k− k′)U(k′) (24)

and we obtain in total

Ψ2(k) = −
∫

d3k′

(2π)3
Ψ1(k− k′)[U(k′) + 3gΨ0Ψ1(k′)]

~2k2

2m
− µ+ 3gΨ2

0

. (25)

Now inserting Ψ1(k) from Eq. (21) yields

Ψ2(k) = Ψ0

∫
d3k′

(2π)3

U(k′)U(k− k′)[~
2k′2

2m
− µ](~2k2

2m
− µ+ 3gΨ2

0

) [~2(k−k′)2
2m

− µ+ 3gΨ2
0

] (~2k′2
2m
− µ+ 3gΨ2

0

) . (26)
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2.4.2 Disorder Ensemble Averages

Until now we have calculated the lowest perturbative orders of the wave function Ψ(x) or
rather its Fourier transform. In order to determine the densities n0(µ) and n(µ) according
to Eqs. (14) and (15) we need to calculate the following disorder averages

n0 = Ψ2
0 + 2Ψ0〈Ψ1(x)〉+ 2Ψ0〈Ψ2(x)〉+ 〈Ψ1(x)〉2 + · · · , (27)

n = Ψ2
0 + 2Ψ0〈Ψ1(x)〉+ 2Ψ0〈Ψ2(x)〉+ 〈Ψ1(x)2〉+ · · · . (28)

With (9) and (22) follows immediately

〈Ψ1(x)〉 = 0, (29)

so the Eqs. (27) and (28) reduce to

n0 = Ψ2
0 + 2Ψ0〈Ψ2(x)〉+ · · · , (30)

n = Ψ2
0 + 2Ψ0〈Ψ2(x)〉+ 〈Ψ1(x)2〉+ · · · . (31)

We can now use our solutions for Ψ1(k) and Ψ2(k) in Eqs. (21) and (26) in order to determine
the two non-trivial terms 〈Ψ1(x)2〉 and 〈Ψ2(x)〉. We start with

〈Ψ1(x)2〉 =

∫
d3k

(2π)3

∫
d3k′

(2π)3

〈U(k)U(k′)〉Ψ2
0(~2k2

2m
− µ+ 3gΨ2

0

) (~2k′2
2m
− µ+ 3gΨ2

0

)ei(k+k′)x, (32)

where we make use of (12) and obtain the result

〈Ψ1(x)2〉 =

∫
d3k

(2π)3

R(k)Ψ2
0(~2k2

2m
− µ+ 3gΨ2

0

)2 . (33)

The next average we are dealing with is

〈Ψ2(x)〉 =Ψ0

∫
d3k

(2π)3

∫
d3k′

(2π)3

×
〈U(k′)U(k− k′)〉[~2k′2

2m
− µ](~2k2

2m
− µ+ 3gΨ2

0

) [~2(k−k′)2
2m

− µ+ 3gΨ2
0

] (~2k′2
2m
− µ+ 3gΨ2

0

)eikx. (34)

Again we insert 〈U(k′)U(k− k′)〉 from Eq. (12), yielding

〈Ψ2(x)〉 = Ψ0

∫
d3k′

(2π)3
R(k′)

~2k′2
2m
− µ(~2k′2

2m
− µ+ 3gΨ2

0

)2
(3gΨ2

0 − µ)
. (35)

With the knowledge of these averages and the explicit expression of Ψ0 from (19), we are
now able to determine both the condensate density (30) and the particle density (31) as a
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function of the chemical potential µ:

n0(µ) =
µ

g
+

1

g

∫
d3k

(2π)3
R(k)

~2k2

2m
− µ(~2k2

2m
+ 2µ

)2 + · · · , (36)

n(µ) =
µ

g
+

1

g

∫
d3k

(2π)3
R(k)

~2k2

2m(~2k2

2m
+ 2µ

)2 + · · · . (37)

In order to obtain a direct relation between condensate density n0 and particle density n, we
have to eliminate the chemical potential µ from Eqs. (36) and (37). At first, we solve (36)
for µ = µ(n0) and obtain

µ(n0) = gn0 − gn0

∫
d3k

(2π)3
R(k)

~2k2

2m
− gn0(~2k2

2m
+ 2gn0

)2 + · · · . (38)

Inserting this equation into (37) yields

n(n0) = n0 + n0

∫
d3k

(2π)3

R(k)(~2k2

2m
+ 2gn0

)2 + · · · , (39)

which finally leads to

n0(n) = n− n
∫

d3k

(2π)3

R(k)(~2k2

2m
+ 2gn

)2 + · · · . (40)

This result can be physically interpreted as follows. The disorder correlation yields a depletion
of the global condensate due to the occurrence of fragmented condensates in the minima of
the disorder potential.

2.4.3 More Efficient Approach

It turns out that one can obtain (39) more easily by using (30) and (31). By inserting (30)
into (31), we yield the desired relation

n(n0) = n0 + 〈Ψ1(x)2〉+ · · · (41)

directly. Since we already know 〈Ψ1(x)2〉 from (33), taking into account (19) immediately
leads to the result (39). This represents a more efficient approach insofar as (39) is obtained
without having to determine Ψ2(x).

2.4.4 Delta Correlation

In this subsection we discuss the depletion of the global condensate for a delta correlation
function

R(x) = Rδ(x− x′), (42)
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whose Fourier transform is given by

R(k) = R. (43)

In order to evaluate the corresponding integral in (39) we use the relation

Γ(x)

ax
=

∫ ∞
0

dττx−1e−aτ (44)

with the gamma function Γ(x) which is also referred to as the Schwinger trick [23]. With
this we obtain

n(n0) = n0 +
n0R

(2π)3

∫ ∞
0

dττe−2gn0τ

∫
d3ke−

~2k2
2m

τ + · · · . (45)

Now, the k-integral is Gaussian and can be solved yielding

n(n0) = n0 + n0R
( m

2π~2

) 3
2

∫ ∞
0

dττ
1
2 e−2gn0τ + · · · . (46)

The τ -integral is solved using again the Schwinger trick (44)

n(n0) = n0 +R
( m

2π~2

) 3
2

√
π

2g

√
n0 + · · · . (47)

Due to scattering theory the strength g of the contact interaction is related to the s-wave
scattering length a according to [24]

g =
4π~2

m
a. (48)

Inserting this relation into (47) yields the final result (1) which has originally been derived
within a Bogoliubov theory for disordered bosons in Ref. [17] and has then been analyzed
further by several groups [25, 26, 27, 28]. As we have performed a perturbative approach,
Eq. (1) is only valid for small disorder strengths; thus, it cannot give any information
to which degree the global condensate depletion proceeds in case the disorder strength is
increased. Nevertheless, we also want to discuss a critical disorder strength Rc where the
global condensate n0(n,Rc) vanishes in order to compare this result to the non-perturbative
results of Section 3. In doing so, it is useful to introduce the dimensionless disorder strength

r =

√
π

2g
R
( m

2π~2

) 3
2

. (49)

The result (1) then reads

n0(n, r) = n− r
√
n (50)

and we obtain the critical dimensionless disorder strength within the Huang-Meng theory:

rHM
c =

√
n. (51)



2.4 Perturbative Approach 11

2.4.5 Chemical Potential

In this subsection we calculate the chemical potential µ(n) for a delta correlation function
(42). Inserting (42) into (37) we obtain

µ(n) = gn−R
∫

d3k

(2π)3

~2k2

2m(~2k2

2m
+ 2gn

)2 , (52)

where the k-integral is UV-divergent. We evaluate it with dimensional regularization [23]
and make use of the Schwinger trick (44), yielding

µ(n) = gn−R
∫ ∞

0

dττe−2gnτ

∫
d3k

(2π)3

~2k2

2m
e−

~2k2
2m

τ . (53)

We rewrite this by using the derivative of the Gaussian function and obtain

µ(n) = gn+R

∫ ∞
0

dττe−2gnτ

∫
d3k

(2π)3

d

dτ
e−

~2k2
2m

τ . (54)

Now we solve the Gaussian integral, yielding

µ(n) = gn+R
( m

2π~2

) 3
2

∫ ∞
0

dττe−2gnτ d

dτ
τ−

3
2 . (55)

After performing the derivative we have

µ(n) = gn− 3

2
R
( m

2π~2

) 3
2

∫ ∞
0

dττ−
3
2 e−2gnτ . (56)

Once more we use (44) and obtain with (49)

µ(n) = gn− 3g

√
n

π
rΓ

(
−1

2

)
. (57)

The UV-divergence of the k-integral (52) is now indicated by the negative argument of the
gamma function which is evaluated with the help of analytic continuation:

Γ

(
−1

2

)
= −2

√
π, (58)

so we obtain as the Huang-Meng result for the chemical potential

µ(n, r) = gn+ 6g
√
nr. (59)
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3 Non-Perturbative Approach

We consider again the stationary Gross-Pitaevskii equation for a real wave function (13). But
this time we do not aim at a perturbative calculation, where the condensate wave function
Ψ(x) is expressed in lowest orders as a functional of the disorder potential U(x). Instead,
we perform a non-perturbative approximative calculation. It is based on the assumption
that both, the disorder potential U(x) and the wave function Ψ(x), represent Gaussian
processes. In that case, they are completely characterized by all first and second cumulants
(see Appendix A). Thus, in addition to the first two cumulants of U(x) in Eqs. (9) and (10)
we also have the first two cumulants of the wave function Ψ(x)

〈Ψ(x)〉 =
√
n0, (60)

〈Ψ(x)Ψ(x′)〉c = 〈Ψ(x)Ψ(x′)〉 − 〈Ψ(x)〉〈Ψ(x′)〉 (61)

and the mixed cumulant

〈U(x)Ψ(x′)〉c = 〈U(x)Ψ(x′)〉. (62)

Similarly to the argumentation in (9) and (10) spatial homogeneity implies

〈Ψ(x)Ψ(x′)〉c = GΨΨ(x− x′), (63)

〈U(x)Ψ(x′)〉c = GUΨ(x− x′), (64)

where GΨΨ and GUΨ are the corresponding correlation functions.

3.1 Condensate Density

Averaging the Gross-Pitaevskii equation (13) and inserting Eqs. (60)–(64), we obtain

GUΨ(0) + g〈Ψ(x)3〉 = µ
√
n0. (65)

As the wave function Ψ(x) is assumed to be Gaussian, the cubic moment 〈Ψ(x)3〉 can be
recursively reduced to the first and second cumulant (60), (61) as follows (see Appendix A):

〈Ψ(x)3〉 = 〈Ψ(x)〉〈Ψ(x)Ψ(x)〉+ 2〈Ψ(x)Ψ(x)〉c〈Ψ(x)〉. (66)

Using the equation (60) and (61) for x = x′ together with (63) and (15), i.e.

GΨΨ(0) = n− n0, (67)

this reduces to

〈Ψ(x)3〉 = n
3
2
0 + 3n

1
2
0GΨΨ(0). (68)

Inserting (68) into (65) yields

gn
3
2
0 + [3gGΨΨ(0)− µ]n

1
2
0 +GUΨ(0) = 0. (69)

Using again (67), Eq. (69) simplifies to

(3gn− µ− 2gn0)
√
n0 +GUΨ(0) = 0. (70)

Thus, in order to determine n0, we need to calculate GUΨ(0).
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3.2 Correlation Function GUΨ

At first, we determine the latter quantity by multiplying the Gross-Pitaevskii equation (13)
with U(x′) and then taking the disorder average. This leads to the equation

− ~2

2m
4GUΨ(x− x′) + 〈U(x′)U(x)Ψ(x)〉+ g〈U(x′)Ψ(x)3〉 = µGUΨ(x− x′). (71)

Again we use the Gaussian approximation from Appendix A to reduce both expectation
values 〈U(x′)U(x)Ψ(x)〉 and 〈U(x′)Ψ(x)3〉 to first and second cumulants. With this we
obtain for the first expectation value

〈U(x′)U(x)Ψ(x)〉 = 〈U(x′)〉〈U(x)Ψ(x)〉+ 〈U(x′)U(x)〉c〈Ψ(x)〉, (72)

and with (9) and (10) this simplifies to

〈U(x′)U(x)Ψ(x)〉 =
√
n0R(x− x′). (73)

Applying the same for the second expectation value, we obtain at first

〈U(x′)Ψ(x)3〉 = 〈U(x′)〉〈Ψ(x)3〉+ 3〈U(x′)Ψ(x)〉〈Ψ(x)2〉. (74)

Using (9), (64) and (67) the latter reduces to

〈U(x′)Ψ(x)3〉 = 3[n0 +GΨΨ(0)]GUΨ(x− x′). (75)

Now inserting (73) and (75) into (71) yields{
− ~2

2m
4+ 3g[n0 +GΨΨ(0)]− µ

}
GUΨ(x− x′) = −

√
n0R(x− x′). (76)

By applying a Fourier transformation this differential equation reduces to an algebraic equa-
tion with the solution

GUΨ(k) =
−√n0R(k)

~2k2

2m
+ 3g[n0 +GΨΨ(0)]− µ

. (77)

By using (67) this simplifies to

GUΨ(k) =
−√n0R(k)

~2k2

2m
+ 3gn− µ

. (78)

Thus, the correlation function GUΨ(0) turns out to be

GUΨ(0) = −
√
n0

∫
d3k

(2π)3

R(k)
~2k2

2m
+ 3gn− µ

. (79)

Combining (70) and (79) yields for a non-vanishing condensate density n0 a first self-consistency
relation between n, n0, and µ:

3gn− µ− 2gn0 =

∫
d3k

(2π)3

R(k)
~2k2

2m
+ 3gn− µ

. (80)
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3.3 Correlation Function GΨΨ

A similar calculation is performed in order to derive a separate equation for GΨΨ(0). This
time we multiply the Gross-Pitaevskii equation (13) with Ψ(x′) and then evaluate the disorder
average:

− ~2

2m
4GΨΨ(x− x′) + 〈Ψ(x′)U(x)Ψ(x)〉+ g〈Ψ(x′)Ψ(x)3〉 = µ[GΨΨ(x− x′) + n0]. (81)

Again we use the Gaussian approximation from Appendix A to reduce the expectation values
〈Ψ(x′)U(x)Ψ(x)〉 and 〈Ψ(x′)Ψ(x)3〉 to first and second cumulants. In addition we use our
cumulant relations (60)–(64) and (67) and obtain

〈Ψ(x′)U(x)Ψ(x)〉 =
√
n0[GUΨ(0) +GUΨ(x− x′)] (82)

as well as

〈Ψ(x′)Ψ(x)3〉 =
√
n0〈Ψ(x)3〉+ 3GΨΨ(x− x′)[GΨΨ(0) + n0]. (83)

Now inserting (82) and (83) into (81) yields

−
√
n0GUΨ(x− x′) =

{
− ~2

2m
4+ 3g[GΨΨ(0) + n0]− µ

}
GΨΨ(x− x′)

+
√
n0

[
GUΨ(0) + g〈Ψ(x)3〉 − µ

√
n0

]
. (84)

Using Eq. (65), which was derived from directly disorder averaging of the Gross-Pitaevskii
equation (13), this simplifies to{

− ~2

2m
4+ 3g[GΨΨ(0) + n0]− µ

}
GΨΨ(x− x′) = −

√
n0GUΨ(x− x′). (85)

After a Fourier transformation we obtain

GΨΨ(k) =
−√n0GUΨ(k)

~2k2

2m
+ 3g[GΨΨ(0) + n0]− µ

. (86)

We insert GUΨ(k) from (77) and obtain together with (67)

GΨΨ(k) =
n0R(k)(~2k2

2m
+ 3gn− µ

)2 . (87)

Transferring this equation into real space, yields

GΨΨ(0) = n0

∫
d3k

(2π)3

R(k)(~2k2

2m
+ 3gn− µ

)2 . (88)

Inserting (88) into (67) we get a second self-consistency relation between n, n0 and µ:

n = n0 + n0

∫
d3k

(2π)3

R(k)(~2k2

2m
+ 3gn− µ

)2 . (89)
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3.4 Perturbative Result

In this section we show that we can reobtain our previous perturbative results by expanding
our non-perturbative model in lowest orders of the disorder strength R(k). To this end we
interpret both self-consistency relations (80) and (89) as follows. From Eq. (89) we deduce
the function

n0(µ, n) = n

[
1 +

∫
d3k

(2π)3

R(k)(~2k2

2m
+ 3gn− µ

)2

]−1

, (90)

whereupon Eq. (80) allows then to determine the equation of state n = n(µ). Inserting (90)
into (80) yields the following implicit equation for n = n(µ):

gn =

1 +
∫

d3k
(2π)3

R(k)(
~2k2
2m

+3gn−µ
)2

1 + 3
∫

d3k
(2π)3

R(k)(
~2k2
2m

+3gn−µ
)2
[
µ+

∫
d3k

(2π)3

R(k)
~2k2

2m
+ 3gn− µ

]
. (91)

Performing a Taylor expansion in leading order of the disorder strength R(k), we obtain the
equation of state

n(µ) =
1

g

[
µ+

∫
d3k

(2π)3

~2k2

2m
R(k)(~2k2

2m
+ 2µ

)2

]
+ · · · . (92)

As one can see, we reproduced (37), which is our result from the perturbative calculation. In
the same way we reproduce (36) by inserting (92) into (90)

n0(µ) =
1

g

µ+
∫

d3k
(2π)3

~2k2
2m

R(k)(
~2k2
2m

+2µ
)2 + · · ·

1 +
∫

d3k
(2π)3

R(k)(
~2k2
2m

+3gn−µ
)2 + · · ·

(93)

and then performing a Taylor expansion in leading order of R(k).

3.5 Global Condensate Density

In this section we will consider the disorder induced depletion of the global condensate density
n0(n,R). In the perturbative section we were only able to determine the depletion for small
R(k), since the result was only obtained by a perturbation theory for small disorder. We will
now consider a delta correlation disorder (42) and obtain a result which is not only reliable
for small R. The question is, whether a quantum phase transition to a Bose-glass phase
occurs for some critical Rc so that n0(n,Rc) = 0. With the delta correlation disorder we can
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specialize the two self-consistency equations (80) and (89). Using the dimensionless disorder
strength (49), we obtain

3gn− µ− 2gn0 = −2
√

2gr
√

3gn− µ, (94)

n− n0 = n0r

√
2g√

3gn− µ
. (95)

Equation (94) directly yields

√
3gn− µ = −

√
2gr

(
1∓

√
1 +

n0

r2

)
. (96)

Inserting (96) into (95), we obtain

n = ±
√

1 +
n0

r2
(n− n0). (97)

Obviously, only a positive density is physically meaningful. That means we have to consider
a positive sign of the right-hand side, leading to the following equation

n2
0 + (r2 − 2n)n0 + n2 − 2nr2 = 0. (98)

This quadratic equation for n0 is solved by

n0(n, r) = n− r2

2
− r

2

√
r2 + 4n. (99)

Here the sign of the square root has to be chosen negative, since the global condensate density
n0 as a fraction of the total density n has to stay smaller than the total density n > n0. The
result can be physically interpreted as follows. For a given condensate density n one can find
a critical disorder strength rc for which the global condensate vanishes, i.e. a quantum phase
transition to a Bose-glass phase would occur at

rc =

√
n

2
. (100)

In Figure 3 the function of the global condensate density (99) is plotted together with its
first-order approximation which coincides with the Huang-Meng result (50). One can clearly
see that the results coincide for small disorder strength R whereas there is a discrepancy for
strong disorder.

3.6 Chemical Potential

With equation (96) we also have the possibility of determining the chemical potential µ =
µ(n, r) as a function of the dimensionless disorder strength r and the total density n. Taking
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Fig. 3 – The condensate density n0 from Eq. (99) decreases with the dimensionless
disorder strength r from Eq. (49). A quantum phase transition is achieved at rc from
Eq. (100), as then the condensate density vanishes. For 0 6 r 6 rc a superfluid phase
exists, whereas for r > rc a Bose-glass phase emerges. For comparison also the Huang-
Meng result (50) is shown together with its critical dimensionless disorder strength (51).

into account the explanation above, in equation (96) only the negative square root has to be
considered. We then find

µ = 3gn− 2gn0 + 4gr2

(√
1 +

n0

r2
− 1

)
. (101)

Inserting (99) yields

µ(n, r) = gn− 3gr2 + gr
√
r2 + 4n+ 4gr

√
r2

2
+ n− r

2

√
r2 + 4n (102)

(103)

which simplifies due to the quadratic completion√
r2

2
+ n− r

2

√
r2 + 4n =

1

2

√
r2 + 4n− r

2
(104)

to

µ(n, r) = gn− 5gr2 + 3gr
√
r2 + 4n. (105)
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Fig. 4 – The chemical potential µ from (105) increases monotonically with increasing
dimensionless disorder strength r from µ(n, 0) = gn up to µ(n, rc) = 3gn. For comparison
also the Huang-Meng result (59) is shown.

In Figure 4 we plot µ(n, r) Eq. (105) together with the linear Huang-Meng result (59), again
both functions coincide for small disorder.

Inserting our critical disorder strength rc from (100), we obtain the critical chemical po-
tential

µc = 3gn. (106)

We can also use equation (105) in order to compute the compressibility as a function of the
disorder strength r and the condensate density n. In this case the compressibility is given
by [29]

κ(n, r) =
1

∂µ(n,r)
∂n

(107)

and we obtain

κ(n, r) =
1

g + 6gr√
4n+r2

. (108)
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Fig. 5 – The compressibility κ from Eq. (108) decreases monotonically with increasing
dimensionless disorder strength r.

We observe in Fig. 5 that the compressibility is decreasing monotonically from the initial
value

κ(n, 0) =
1

g
, (109)

up to the final value

κc(n, rc) =
1

3g
. (110)

However, the function κ(n, r) has no special attributes for the critical dimensionless disorder
strength rc as one would imagine for a phase transition.

4 Superfluid and Bose-Glass Phase

4.1 Order Parameters

In the last section we have seen, that in a non-perturbative approach it is possible to obtain
a critical disorder strength rc, where the global condensate density n0 vanishes and only the
local fragmented condensates remain. Using this model of the coexistence of a fragmented
and a global condensate in the superfluid phase, it is reasonable to introduce n0 as an order
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parameter of the global condensate as well as another second order parameter q for the local
fragmented condensates. This has recently been done in the work [20], where the global
condensate order parameter n0 is introduced as [30]

n0 = lim
|x−x′|→∞

〈Ψ(x, τ)Ψ∗(x′, τ+)〉, (111)

where · · · denotes the quantum average. Furthermore, the Bose-glass order parameter q has
been introduced in close analogy to the Edward-Anderson order parameter of spin glasses
[19] by both

(q + n0)2 = lim
|x−x′|→∞

〈|Ψ(x, τ)Ψ∗(x′, τ+)|2〉 (112)

and

q + n0 = lim
|τ−τ ′|→∞

〈Ψ(x, τ)Ψ∗(x, τ ′)〉. (113)

Here the infinitesimally shifted imaginary time τ+ = τ+η with η ↓ 0 is necessary to guarantee
the normal ordering within the underlying functional integral representation of the 2-point
function [20].
In our calculation we restrict ourselves to the special case of a time-independent wave function
Ψ(x). With this simplification Eqs. (111)–(113) reduce to

n0 = lim
|x−x′|→∞

〈Ψ(x)Ψ∗(x′)〉, (114)

(q + n0)2 = lim
|x−x′|→∞

〈|Ψ(x)Ψ∗(x′)|2〉 (115)

q + n0 = 〈|Ψ(x)|2〉. (116)

4.2 Model

These definitions can be motivated by the following model. We divide the wave function into
two parts. One represents the global condensate density n0 and the other one describes the
density of the fragmented condensates q:

Ψ(x) =
√
n0 +

√
qeiφ(x). (117)

The phase of the global condensate can be fixed to zero without loss of generality, whereas
the second term for the fragmented condensate is assumed to have a random phase for each
space coordinate. Thus, the disorder average corresponds to an average over all possible
phases and is then defined by

〈•〉 =
∏
y

∫ 2π

0

dφ(y)

2π
• . (118)
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With this we will now determine the average of the wave function

〈Ψ(x)〉 =
∏
y

∫ 2π

0

dφ(y)

2π
[
√
n0 +

√
qeiφ(x)]. (119)

The average over all realizations cancels out the second term, yielding

〈Ψ(x)〉 =
√
n0. (120)

This is what we hope to find, since our ansatz coincides with the result we already know
from (14). In the same way we now consider the average

〈Ψ∗(x′)Ψ(x)〉 =
∏
y

∫ 2π

0

dφ(y)

2π

[√
n0 +

√
qe−iφ(x′)

] [√
n0 +

√
qeiφ(x)

]
. (121)

We distinguish between the two cases x = x′ and x 6= x′. The first case x = x′ yields

〈|Ψ(x)|2〉 =
∏
y

∫ 2π

0

dφ(y)

2π
{n0 + 2

√
n0q cosφ(x) + q}

= n0 + q, (122)

whereas the second case results in

lim
|x−x′|→∞

〈Ψ∗(x′)Ψ(x)〉 = lim
|x−x′|→∞

∏
y

∫ 2π

0

dφ(y)

2π

×
{
n0 +

√
n0q

[
eiφ(x) + e−iφ(x′)

]
+ qei[φ(x)−φ(x′)]

}
=n0. (123)

The last average we are considering is

lim
|x−x′|→∞

〈|Ψ(x)Ψ(x′)|2〉 = lim
|x−x′|→∞

∏
y

∫ 2π

0

dφ(y)

2π

× [n2
0 + q2 + 2n0q + 2

√
n0q(cosφ(x) + cosφ(x′))(n0 + q)

+ 4n0q cosφ(x) cosφ(x′)]

=(n0 + q)2. (124)

Again the random phases cancel out over the different realizations. As we can see Eqs.
(114)–(116) are reproduced within our model due to Eqs. (122)–(124).
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4.3 Application

Next we will compare this idea of a global condensate and a Bose-glass order parameter
with our results from the non-perturbative section, to check whether the introduction of a
Bose-glass order parameter is consistent. Comparing (15), (67) and (116) shows that the
order parameter q in our non-perturbative result is given by

q = GΨΨ(0). (125)

Another relation for GΨΨ(x − x′) is obtained by taking the long-range limit and inserting
(60), (63) and (114) into (61)

lim
|x−x′|→∞

GΨΨ(x− x′) = 0. (126)

In addition to (114) and (116), we also investigate the correlation function 〈|Ψ(x)Ψ(x′)|2〉 in
the long-range limit |x− x′| → ∞. We obtain in the Gaussian approximation

〈|Ψ(x)Ψ(x′)|2〉 = n2
0 + 2n0GΨΨ(0) + 4n0GΨΨ(x− x′) + 2G2

ΨΨ(x− x′) +GΨΨ(0) (127)

by using our cumulant relations from Appendix A. Applying the long-range limit and inserting
(126) yields

lim
|x−x′|→∞

〈|Ψ(x)Ψ(x′)|2〉 = [n0 +GΨΨ(0)]2. (128)

A comparison of (115) and (128) yields again (125).

We now prove (126) within our non-perturbative approach as follows. Applying a Fourier
transformation yields at first

GΨΨ(x− x′) =

∫
d3k

(2π)3
GΨΨ(k)eik(x−x′). (129)

Then we use our non-perturbative result (87) and obtain

GΨΨ(x− x′) =

∫
d3k

(2π)3

n0R(k)(~2k2

2m
+ 3gn− µ

)2 e
ik(x−x′). (130)

Inserting the Fourier transform of

R(k) =

∫
d3x′′R(x′′)e−ikx

′′
, (131)

yields

GΨΨ(x− x′) = n0

∫
d3x′′R(x′′)

∫
d3k

(2π)3

eik(x−x′−x′′)(~2k2

2m
+ 3gn− µ

)2 . (132)
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Applying the Schwinger trick (44) in order to eliminate the denominator, we obtain

GΨΨ(x− x′) = n0

∫
d3x′′R(x′′)

∫ ∞
0

dττe−(3gn−µ)τ

∫
d3k

(2π)3
e−

~2k2
2m

τ+ik(x−x′−x′′). (133)

Now we solve the k-integral by using the Gaussian integral∫ ∞
−∞

dke−ak
2−bk =

√
π

a
e
b2

4a , (134)

yielding

GΨΨ(x− x′) = n0

( m

2π~2

) 3
2

∫
d3x′′R(x′′)

∫ ∞
0

dττ−
1
2 e−(3gn−µ)τ− m

2~2 (x−x′−x′′)2 1
τ . (135)

In order to solve this integral we take a look in the literature. It can be found in [31, Eq.
3.471.9] ∫ ∞

0

dxxν−1e−
β
x
−γx = 2

(
β

γ

) ν
2

Kν(2
√
βγ), β, γ > 0 (136)

where Kν is the modified Bessel function of order ν. In view of our integral (135) we set

ν =
1

2
, β =

m

2~2
(x− x′ − x′′)2, γ = 3gn− µ. (137)

Note, that the condition β, γ > 0 is provided, since from the non-perturbative section (106)
we know that 3gn > µ holds. With this we obtain

GΨΨ(x− x′) =2n0

( m

2π~2

) 3
2

∫
d3x′′R(x′′)

[
m

2~2

(x− x′ − x′′)2

3gn− µ

] 1
4

×K 1
2

(
2

√
m

2~2
(x− x′ − x′′)2(3gn− µ)

)
. (138)

We insert the modified Bessel function [31, Eq. 8.469.3]

K 1
2
(z) =

√
π

2z
e−z (139)

and finally obtain

GΨΨ(x− x′) = n0

( m

2π~2

) 3
2

√
π

3gn− µ

∫
d3x′′R(x′′)e

−
√

2m
~2 (3gn−µ)|x−x′−x′′|

. (140)

Again, note that 3gn− µ > 0 is fulfilled so the square root remains a real number. Now we
can take the long-range limit and obtain indeed (126) irrespective of the disorder correlation
function R(x− x′).

This result shows that the introduction of the two order parameters coincides with the results
obtained in Section 3.
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5 Discussion

In this thesis the depletion of a global condensate density due to a random external disorder
potential is studied. At first a perturbative approach was successfully applied in order to
rederive the result of Huang and Meng of Ref. [17]. In addition, another non-perturbative
approach was applied to the same problem in order to derive a depletion which can be applied
to strong disorder. The general result were two self-consistency equations which were cross-
checked by a perturbative expansion, where again the result of Ref. [17] was reproduced. In
the last part of this work a Bose-glass order parameter [20] was motivated, introduced and
effectively applied to the non-perturbative result.

The two self-consistency equations from the non-perturbative section could be solved in the
special case of a delta disorder correlation function. Furthermore, a critical disorder strength
rc for the phase transition to a Bose-glass phase was found in Eq. (100).

These findings can be compared to other theoretical approaches. For example, in the work
of G. M. Falco, T. Nattermann and V. L. Pokrovsky [32] the problem is tackled from a dif-
ferent point of view. In contrast to our approach, they consider the localized state with a
fixed disorder strength R and obtain a critical density nc, where the phase transition to the
superfluid occurs at

nc =
1

3L2a
, (141)

where the Larkin length L is introduced by [32]

L =
~4

m2R
. (142)

Comparing (141) to our result (100) by taking into account the dimensionless disorder
strength (49) we find that they do not coincide quantitatively, as the result of G. M. Falco,
T. Nattermann and V. L. Pokrovsky leads to

rFNP
c =

√
3n

64π3
≈ 0, 04

√
n, (143)

whereas our result is approximately

rc ≈ 0, 71
√
n. (144)

Besides the different prefactors, however, the qualitative result is the same.

In a paper of P. Navez, A. Pelster and R. Graham [33] also a quantum phase transition
was found within a random phase approximation. However, whereas their Fig. 6 indicates a
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Fig. 6 – Clean part of the condensate fraction n0 as a function of R∗ in the case of
uncorrelated disorder in the RPA model (full curve) and in the HM model (dotted curve)
and the corresponding superfluid fraction ns (dot-dashed curve in RPA and dashed curve
in the HM model). In our model R∗ corresponds to the dimensionless disorder strength
r (from Ref. [33]).

first-order phase transition, our result in Fig. 3 suggests a second-order phase transition to
the Bose-glass phase. Comparing the position of the critical dimensionless disorder strength

rNPG
c ≈ 0, 75

√
n (145)

of Ref. [33] to ours, we find that they also agree quantitatively with a discrepancy of about
5%.

All in all the main result of this thesis, a critical disorder strength for the quantum phase
transition to a Bose-glass phase (100), agrees at least qualitatively with current approaches of
other groups. In addition, also the Huang-Meng result (1) is included in our non-perturbative
result, as it is obtained for small disorder.
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A Appendix - Moments of a Gaussian Distribution

A.1 Moments and Cumulants

We consider a stochastic variable x with a probability density P (x). The average of a function
f(x) is then defined by

〈f(x)〉 =

∫
dxf(x)P (x). (146)

As the probability density P (x) is normalized, we have

〈1〉 = 1. (147)

In statistics the generating function C(k) of a random variable x is defined by

C(k) = 〈eikx〉. (148)

Applying the exponential series, we obtain

C(k) =
∞∑
n=0

(ik)n

n!
Mn, (149)

where Mn = 〈xn〉 are the so called moments with

M0 = 1 (150)

due to (147). We conclude, that knowing all moments corresponds to knowing all statisti-
cal properties, i.e. the generating function. It is useful to introduce in addition so called
cumulants Kn via

lnC(k) =

[
∞∑
n=1

(ik)n

n!
Kn

]
. (151)

It turns out that one can express all cumulants Kn in terms of lower order moments by
comparing the respective coefficients. To do so we insert (149) in the left-hand side of Eq.
(151)

lnC(k) = ln

[
∞∑
n=0

(ik)n

n!
Mn

]
(152)

and Taylor expand the logarithm

lnC(k) = lim
N→∞

N∑
m=1

(−1)m−1

m

[
N∑
n=1

(ik)n

n!
Mn

]m
. (153)
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Applying the multinomial formula [34, page 106]

lim
N→∞

(
N∑
n=0

xn

)m

= lim
N→∞

∑
k1,k2,...,kN

∑
∑
ki

=m

(
m

k1, k2, ..., kN

)
xk11 x

k2
2 · · ·x

kN
N (154)

and (151), we obtain

lim
N→∞

[
N∑
n=0

(ik)n

n!
Kn

]
= lim
N→∞

N∑
m=1

∑
m1,...,mN

∑
∑
mi

=m

(−1)m−1

m

(
m

m1, ...,mn

)

×
[

(ik)1

1!
M1

]m1

· · ·
[

(ik)m

m!
Mm

]mm
. (155)

A careful comparison of the coefficients for the a-th order terms yields [35]

Ka = a!
∑

∑a
n=1 nmn=a

∑
∑
mi

=m

(−1)m−1

m

(
m

m1, ...,ma

) a∏
n=1

(
Mn

n!

)mn
. (156)

Applying (156) for the first four cumulants we find the following relations:

K1 = M1 (157)

K2 = M2 −M2
1 (158)

K3 = M3 − 3M1M2 + 2M3
1 (159)

K4 = M4 − 3M2
2 + 12M2M

2
1 − 4M1M3 − 6M4

1 . (160)

A.2 Gaussian Distribution

In the Gaussian case all cumulants with an order higher than two are zero

K3 = K4 = ... = 0., (161)

so we are able to express in Eqs. (157)–(160) every moment in terms of K1 and K2:

M1 = K1 (162)

M2 = K2 +K2
1 (163)

M3 = 3K1K2 +K3
1 (164)

M4 = 3K2
2 + 6K2K

2
1 +K4

1 . (165)

Next we aim at a more convenient expression between moments and cumulants. To this end
we mention that the generating function (152) reduces due to (161) to

C(k) = eiK1k− 1
2
K2k2 . (166)
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With the definition of the delta function and (146) we obtain for an expectation value

〈f(x)〉 =

∫
dx′f(x′)〈δ(x′ − x)〉. (167)

Applying the Fourier representation of the delta function yields

〈f(x)〉 =

∫
dx′f(x′)

∫
dk

2π
e−ikx

′
∫
dxeikxP (x). (168)

We insert (166) and obtain

〈f(x)〉 =

∫
dx′f(x′)

∫
dk

2π
e−

1
2
K2k2+i(K1−x′)k. (169)

Performing the Gaussian integral with (134) yields

〈f(x)〉 =

∫
dx′f(x′)

1√
2πK2

e
− (x′−K1)

2

2K2 . (170)

In particular we obtain for f(x) = xn

〈xn〉 =

∫
dxxn

1√
2πK2

e
− (x−K1)

2

2K2 . (171)

We rearrange (171) according to

〈xn〉 =

∫
dxxn−1K2

(
x−K1

K2

+
K1

K2

)
e
− (x−K1)

2

2K2

√
2πK2

(172)

and obtain at first

〈xn〉 = K1〈xn−1〉+K2

∫
dxxn−1

− d

dx

e
− (x−K1)

2

2K2

√
2πK2

 (173)

Now an integration by parts yields

〈xn〉 = K1〈xn−1〉+ (n− 1)K2

∫
dxxn−2 e

− (x−K1)
2

2K2

√
2πK2

(174)

which corresponds to

〈xn〉 = K1〈xn−1〉+ (n− 1)K2〈xn−2〉, (175)

or in terms of moments

Mn = K1Mn−1 + (n− 1)K2Mn−2. (176)
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This recursive relation is often used in our calculations when dealing with the Gaussian ap-
proximation. In the next two subsections we will generalize it, in order to use it for many
variables and also for a continuum of variables. In doing so, however, the spirit of the recur-
sive relation essentially stays the same.

With this recursive relation (176) we determine the first four moments in terms of the cu-
mulants K1 and K2

M1 = K1 (177)

M2 = K1M1 +K2 (178)

M3 = K1M2 + 2K2M1 (179)

M4 = K1M3 + 3K2M2 (180)

= K2
1M2 + 2K1K2M1 + 3K2M2, (181)

using the natural initial condition (150) which corresponds to the normalization of the prob-
ability distribution (147). Note that the findings (177)–(181) are identical to (162)–(165).

As a remark we note that the same recursion relation (176) can also be rederived with deter-
minant methods. To this end we use a general expression between moments and cumulants
[36, page 18]

Mn =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

K1 −1 0 0 0 ...
K2 K1 −1 0 0 ...

K3

(
2
1

)
K2 K1 −1 0 ...

K4

(
3
1

)
K3

(
3
2

)
K2 K1 −1 ...

K5

(
4
1

)
K4

(
4
2

)
K3

(
4
3

)
K2 K1 ...

... ... ... ... ... ...

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
n

. (182)

In the Gaussian approximation (161) this simplifies to

Mn =

∣∣∣∣∣∣∣∣∣∣∣∣

K1 −1 0 0 0 ...
K2 K1 −1 0 0 ...
0 2K2 K1 −1 0 ...
0 0 3K2 K1 −1 ...
0 0 0 4K2 K1 ...
... ... ... ... ... ...

∣∣∣∣∣∣∣∣∣∣∣∣
n

(183)

Using the Laplace expansion of the last column, we reobtain (176).
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A.3 Moments and Cumulants - Many Variables

In this section we extend the recursion formula between moments and cumulants (176) for
many random variables

x = (x1, x2, ..., xN). (184)

The general expression for the average of a function f(x) now reads

〈f(x)〉 =

∫
dNx′f(x′)〈δ(x− x′)〉. (185)

Again we apply the Fourier representation of the delta function and obtain

〈f(x)〉 =

∫
dNx′f(x′)

∫
dNk

(2π)N
e−ikx

′
∫
dNxeikxP (x). (186)

At this point we restrict ourselves to a Gaussian process where the generating function for
many random variables is given by

C(k) = eiK1k− 1
2
kTK2k, (187)

where the first cumulant K1 is described by a vector and the second cumulant K2 represents
a matrix which has withour loss of generality the property

K2 = KT
2 . (188)

Inserting (187) and into (186) yields

〈f(x)〉 =

∫
dNx′f(x′)

∫
dNk

(2π)N
eik(K1−x′)− 1

2
kTK2k. (189)

We solve the Gaussian integral and obtain

〈f(x)〉 =

∫
dNxf(x)

1√
(2π)N detK2

e−
1
2

(x−K1)K−1
2 (x−K1). (190)

Now we specialize the general function f(x) to the polynomial

f(x) = xi1xi2 · · ·xin (191)

and obtain

〈xi1xi2 · · ·xin〉 =
1√

(2π)N detK2

∫
dNxxi2 · · ·xinxi1e−

1
2

∑N
i,j(xi−K1i)K

−1
2ij (xj−K1j). (192)
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In order to rewrite this and use the integration by parts similarly to the section before we
take a look at the derivation

−
N∑
k=1

K2i1k

d

dxk
e−

1
2

∑N
i,j(xi−K1i)K

−1
2ij (xj−K1j) =

N∑
k=1

N∑
j=1

K2i1k
K−1

2kj
(xj −K1j)

× e−
1
2

∑N
i,j(xi−K1i)K

−1
2ij (xj−K1j), (193)

where we can use

N∑
k=1

K2i1k
K−1

2kj
= δi1j. (194)

With this Eq. (193) reduces to

−
N∑
k=1

K2i1k

d

dxk
e−

1
2

∑N
i,j(xi−K1i)K

−1
2ij (xj−K1j) = (xi1 −K1i1

)e−
1
2

∑N
i,j(xi−K1i)K

−1
2ij (xj−K1j). (195)

We insert (195) into (192) and obtain with (192)

〈xi1xi2 · · ·xin〉 =K1i1
〈xi2 · · ·xin〉

−
N∑
k=1

K2i1k

∫
dNx xi2 · · ·xin

d

dxk

e−
1
2

∑N
i,j(xi−K1i)K

−1
2ij (xj−K1j)√

(2π)N detK2

(196)

Now an integration by parts yields

〈xi1xi2 · · ·xin〉 =K1i1
〈xi2 · · ·xin〉

+
N∑
k=1

K2i1k

∫
dNx

d

dxk
(xi2 · · ·xin)

e−
1
2

∑N
i,j(xi−K1i)K

−1
2ij (xj−K1j)√

(2π)N detK2

, (197)

which reduces with (192) to the recursive relation

〈xi1xi2 · · ·xin〉 =K1i1
〈xi2 · · ·xin〉

+
n∑
l=2

K2i1k
〈xi2 · · ·xik−1

xik+1
· · ·xin〉. (198)

In the special case that all random variables coincide, i.e.

i1 = i2 = ... = in, (199)

the recursion relation (198) reduces to the previous one (176).
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A.4 Random Fields

In this subsection we extend our model from many random variables x1, x2, ..., xN to many
random fields Ψ1(x1),Ψ2(x2), ...,ΨN(xN). In straight analogy to Eq. (190) the average of a
general functional f [Ψ1, ...,ΨN ] is given by

〈f [Ψ1, ...,ΨN ]〉 =
N∏
k=1

∫
DΨkf [Ψ1, ...,ΨN ] (200)

× e−
1
2

∑N
i,j

∫
d3x

∫
d3x′[Ψi(x)−K1i

(x)]K−1
2ij

(x,x′)[Ψj(x′)−K1j
(x′)]

, (201)

where each functional integral amounts to integrate at each space point x over all possible
values Ψk(x): ∫

DΨk =
∏
x

∫
dΨk(x). (202)

We specialize our general functional to

f [Ψ1, ...,ΨN ] = Ψi1(xi1) · · ·Ψin(xin) (203)

and obtain

〈Ψi1(xi1) · · ·Ψin(xin)〉 =
N∏
k=1

∫
DΨkΨi1(xi1) · · ·Ψin(xin)

× e−
1
2

∑N
i,j

∫
d3x

∫
d3x′[Ψi(x)−K1i

(x)]K−1
2ij

(x,x′)[Ψj(x′)−K1j
(x′)]

. (204)

Similarly to the calculation in the previous subsection, we now consider the functional deriva-
tive

−
N∑
k=1

∫
d3xkK2i1k

(xi1 ,xk)
δ

δΨk(xk)

× exp

{
−1

2

N∑
i=1

N∑
j=1

∫
d3x

∫
d3x′[Ψi(x)−K1i(x)]K−1

2ij
(x,x′)[Ψj(x

′)−K1j(x
′)]

}

=
N∑
k=1

∫
d3xkK2i1k

(xi1 ,xk)
N∑
j=1

∫
d3x′K−1

2kj
(xk,x

′)[Ψj(x
′)−K1j(x

′)] (205)

× exp

{
−1

2

N∑
i=1

N∑
j=1

∫
d3x

∫
d3x′[Ψi(x)−K1i(x)]K−1

2ij
(x,x′)[Ψj(x

′)−K1j(x
′)]

}
.

Here we use that K2 and K−1
2 are inverse to each other which means

N∑
k=1

∫
d3xkK2i1k

(xi1 ,xk)K
−1
2kj

(xk,x
′) = δi1jδ(xi1 − x′). (206)
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With this Eq. (205) reduces to

−
N∑
k=1

∫
d3xkK2i1k

(xi1 ,xk)
δ

δΨk(xk)

× exp

{
−1

2

N∑
i=1

N∑
j=1

∫
d3x

∫
d3x′[Ψi(x)−K1i(x)]K−1

2ij
(x,x′)[Ψj(x

′)−K1j(x
′)]

}
=[Ψi1(xi1)−K1i1

(xi1)] (207)

× exp

{
−1

2

N∑
i=1

N∑
j=1

∫
d3x

∫
d3x′[Ψi(x)−K1i(x)]K−1

2ij
(x,x′)[Ψj(x

′)−K1j(x
′)]

}

in analogy to (195). Inserting (207) into (204) then yields with (204)

〈Ψi1(xi1) · · ·Ψin(xin)〉 =K1i1
(xi1)〈Ψ2(xi2) · · ·Ψin(xin)〉 (208)

−
N∑
k=1

∫
d3xkK2i1k

(xi1 ,xk)
N∏
k′=1

∫
DΨk′Ψi2(xi2) · · ·Ψin(xin)

× δ

δΨk(xk)
e
− 1

2

∑N
i,j

∫
d3x

∫
d3x′[Ψi(x)−K1i

(x)]K−1
2ij

(x,x′)[Ψj(x′)−K1j
(x′)]

.

Performing a functional integration by parts yields

〈Ψi1(xi1) · · ·Ψin(xin)〉 =K1i1
(xi1)〈Ψ2(xi2) · · ·Ψin(xin)〉

+
N∑
k=1

∫
d3xkK2i1k

(xi1 ,xk)
N∏
k′=1

∫
DΨk′

× δ

δΨk(xk)
[Ψi2(xi2) · · ·Ψin(xin)]

× e−
1
2

∑N
i,j

∫
d3x

∫
d3x′[Ψi(x)−K1i

(x)]K−1
2ij

(x,x′)[Ψj(x′)−K1j
(x′)]

, (209)

which reduces to the recursion formula

〈Ψi1(xi1) · · ·Ψin(xin)〉 =K1i1
(xi1)〈Ψi2(xi2) · · ·Ψin(xin)〉 (210)

+
n∑
l=2

K2i1il
(xi1 ,xil)〈Ψi2(xi2) · · ·Ψil−1

(xil−1
)Ψil+1

(xil+1
) · · ·Ψin(xin)〉

in analogy to (198) from the previous subsection.
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Longitudinal Magnetic Field Near the Surface of Copper Conductors,” J. Phys. B: At.
Mol. Opt. Phys., vol. 35, p. L469, 2002.



References 35

[15] U. Gavish and Y. Castin, “Matterwave Localization in Disordered Cold Atom Lattices,”
Phys. Rev. Lett., vol. 95, p. 020401, 2005.

[16] S. Ospelkaus, C. Ospelkaus, O. Wille, M. Succo, P. Ernst, K. Sengstock, and K. Bongs,
“Localization of Bosonic Atoms by Fermionic Impurities in a Three-Dimensional Optical
Lattice,” Phys. Rev. Lett., vol. 96, p. 180403, 2006.

[17] K. Huang and H.-F. Meng, “Hard-Sphere Bose Gas in Random External Potentials,”
Phys. Rev. Lett., vol. 69, p. 644, 1992.

[18] S. Sachdev, Quantum Phase Transitions. Cambridge University Press, Cambridge, 1999.

[19] S. F. Edwards and P. W. Anderson, “Theory of Spin Glasses,” J. Phys. F: Metal Physics,
vol. 5, p. 965, 1975.

[20] R. Graham and A. Pelster, “Order via Nonlinearity in Randomly Confined Bose Gases,”
Int. J. Bif. Chaos, vol. 19, p. 2745, 2009.

[21] E. P. Gross, “Structure of a Quantized Vortex in Boson Systems,” It. Phys. Soc., vol. 20,
p. 454, 1961.

[22] L. P. Pitaevskii, “Vortex Lines in an Imperfect Bose Gas,” Sov. Phys. JETP-USSR,
vol. 13, 1961.

[23] H. Kleinert and V. Schulte-Frohlinde, Critical Properties of Φ4-Theories. World Scien-
tiffic, Singapore, 2001.

[24] K. Huang, Statistical Mechanics, Second Ed. John Wiley, New York, 1987.

[25] S. Giorgini, L. Pitaevskii, and S. Stringari, “Effects of Disorder in a Dilute Bose Gas,”
Phys. Rev. B, vol. 49, p. 12938, 1994.

[26] A. V. Lopatin and V. M. Vinokur, “Thermodynamics of the Superfluid Dilute Bose Gas
with Disorder,” Phys. Rev. Lett., vol. 88, p. 235503, 2002.

[27] M. Kobayashi and M. Tsubota, “Bose-Einstein Condensation and Superfluidity of a
Dilute Bose Gas in a Random Potential,” Phys. Rev. B, vol. 66, p. 174516, 2002.

[28] G. M. Falco, A. Pelster, and R. Graham, “Thermodynamics of a Bose-Einstein Conden-
sate with Weak Disorder,” Phys. Rev. A, vol. 75, p. 063619, 2007.

[29] F. Schwabl, Statistische Mechanik. Springer-Verlag, Berlin, 2006.

[30] A. J. Legget, “Bose-Einstein Condensation in the Alkali Gases: Some Fundamental
Concepts,” Rev. Mod. Phys., vol. 73, 2001.

[31] I. S. Gradshteyn and I. M. Ryzhik, The Table of Integrals, Series, and Products, Fourth
Ed. Academic Press, New York, 1965.



36 References

[32] G. M. Falco, T. Nattermann, and V. L. Pokrovsky, “Weakly Interacting Bose Gas in a
Random Environment,” Phys. Rev. B, vol. 80, p. 104515, 2009.

[33] P. Navez, A. Pelster, and R. Graham, “Bose Condensed Gas in Strong Disorder Potential
with Arbitrary Correlation Length,” Appl. Phys. B, vol. 86, p. 395, 2007.

[34] I. N. Bronstein and K-A-Semendjajew, Taschenbuch der Mathematik, 22. ed. Frankfurt:
Harri Deutsch, 1985.

[35] E. Meeron, “Series Expansion of Distribution Functions in Multicomponent Fluid Sys-
tems,” J. Chem. Phys., vol. 27, p. 1238, 1957.

[36] H. Risken, The Fokker-Planck Equation - Methods of Solution and Applications, Second
Ed. Springer-Verlag, Paris, 1989.



Commitment

This is to certify that I wrote this work on my own and that the references include all the
sources of information I have utilised.

Berlin, June 28th 2010 Moritz von Hase

37


	Introduction
	Perturbation Theory
	Gross-Pitaevskii Equation
	Disorder
	Physical Questioning
	Perturbative Approach
	Perturbative Expansion
	Disorder Ensemble Averages
	More Efficient Approach
	Delta Correlation
	Chemical Potential


	Non-Perturbative Approach
	Condensate Density
	Correlation Function GU
	Correlation Function G
	Perturbative Result
	Global Condensate Density
	Chemical Potential

	Superfluid and Bose-Glass Phase
	Order Parameters
	Model
	Application

	Discussion
	Appendix - Moments of a Gaussian Distribution
	Moments and Cumulants
	Gaussian Distribution
	Moments and Cumulants - Many Variables
	Random Fields


