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Chapter 1

Elements of quantum theory

Every physical theory is supposed to make predictions on future measurement out-
comes when performing experiments with a well-defined physical system that is ini-
tially prepared in the same way. The predictions of quantum mechanics are of a sta-
tistical nature: The theory is utterly silent about specific measurement outcomes. It
will rather provide probabilities for obtaining certain outcomes. Conversely, to obtain
evidence into the correctness of a prediction, one needs to perform many experiments
under identical conditions. Then, by investigating relative frequencies of measurement
outcomes, one can estimate probabilities. At the heart of the formalism are notions of
expectation values. This is no shortcoming of the theory: This intrinsic randomness
is actually a deep structure element of quantum mechanics that is there to stay: Bell’s
theorem shows that there cannot be an underlying classical statistical picture that can
be held responsible to explain the randomness of quantum mechanics.

That is to say, we have to ask ourselves how to capture states — the collection of
information summarizing all information required to make future predictions — how
observables — the quantities that can be measured. Also, we will think about how
systems evolve in time.

1.1 Quantum states and observables

1.1.1 Pure quantum states

We start by considering quantum systems that are not composite, but that consist of
simple physical systems. Quantum systems are associated with a Hilbert space. A
complex Hilbert space is a vector space equipped with a scalar product that is complete
with respect to the norm induced by the its scalar product. The simplest conceivable
Hilbert space is that of a single spin. It is spanned by the two vectors |0) and |1) or | 1)
and | J): That is to say, the spin points up or down.
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State vectors: Pure quantum states are described by normalized state vectors |¢)) €
‘H from a complex Hilbert space.

This could be a superposition
) = |0) + B[1) (1.1)

with complex «, 3, normalized as
laf® + |8 = 1. (12)

This example already shows that spins cannot only be pointing up or down in quantum
mechanics. They can be in an arbitrary superposition of pointing up or down. The
associated Hilbert space is simply H = C2.

The scalar product between two state vectors is written as (1|¢). Normalization
means that the standard vector norm takes a unit value, which in turn is equivalent with

W|Y) = 1. (1.3)

The vector ()| € H* is a dual vector. Jokingly referring to the term bracket, one also
calls dual vectors “bras” and vectors “kets”. Matrix elements of operators A take the

form (| A|¢).
For every Hilbert space of a d-dimensional quantum system, so a system with d
“levels”, one can pick a basis

B={0),....|d— 1)} (1.4)

In this basis, every state vector can be expressed as

d—1
) = _cili)- (1)
§=0
The complex numbers ¢y, . . ., cq—1 are called coefficients. The basis is normalized and
complete, which means that
(k) = bk, (1.6)
d—1
DGl = 1. (1.7)
j=0

All this applies to so-called finite-dimensional quantum systems, where d is an integer.
The Hilbert space of a particle in the position representation is H = L*(R): Pure states
of particles without spin in one spatial dimension are captured by by wave function.
State vectors [¢) hence then belong to complex wave functions ¢ that are normalized
as

/ do* (@)i(z) = 1. (1.8)
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Their scalar product is then

/ dz* ()b (x) = (6]9). (19)

A good chunk of most elementary quantum mechanics lectures is concerned with the
dynamics of such wave functions, say, the scattering induced by a box potential. As
we know,

p() = () (1.10)
is the probability density of finding a particle at the position z in a position measure-
ment. Here, this refers to a single spatial dimension, but we will come to more than
one spatial dimension in a second. In infinite-dimensional Hilbert spaces, such as the
one reflecting our situation, it is sufficient to have a separable Hilbert space. For the
situation at hand, the eigenfunctions of the harmonic oscillator

B ={[0),[1),...} (1.11)

provide such a countable (but infinite) basis.

1.1.2 Observables

Quantities that can be measured as called, unsurprisingly, observables. The are associ-
ated with Hermitian operators A, meaning that

A=At (1.12)

Their eigenvalues (or rather spectral values, but let us not be too mathematically pedan-
tic at this point) are possible outcomes of (idealized projective) measurements. The fact
that observables are Hermitian implies the property that their eigenvalues (or spectral
values) are real, which is a nice feature if one wants to interpret them as measurement
outcomes.

Observables: Observable are Hermitian operations in a Hilbert space. Expectation
values of such observables for systems prepared in pure states are given as

(4) = (@A) (1.13)

As mentioned before, such expectation values make predictions about relative fre-
quencies in experiments. Observables can always be diagonalized. After all, unitary
operators are precisely those that map one orthonormal basis onto another one.

Diagonalization: Every Hermitian operator can be diagonalized in that there exists
a unitary operator U (satisfying UUT = UTU = 1) and a diagonal matrix D so that

A=UDU". (1.14)

That is to say, when expressed in the appropriate basis, every Hermitian operator
takes a diagonal form in the matrix representation. General operators in Hilbert spaces
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can, needless to say, be expressed in this basis, as

d—1
A=) GlA[R)]5) (Kl (1.15)
4,k=0
Their trace is given by
d—1
ulA] =) (jlAlj). (1.16)
j=0

The trace is independent of the choice of the basis, as a moment of thought reveals.
Operators in infinite-dimensional Hilbert spaces do not need to have a trace. One can
still define trace-class operators for which the sequence of traces of nets converges.

In what follows, we will not distinguish between operators and their matrix repre-
sentation, as is common in the literature. A kind of observable that takes a key role for
good reasons are the Pauli operators. They are defined as

x =i+ o= g 1)
Y = —i|0)(1] +i[1)(0] = [ (Z.) Bi ] : (1.18)
z=ol-ai=|, 5. (119)

The unit operator
1=+ ai=| o 7| (120)

is commonly included as a Pauli matrix. It is obvious how to compute their expectation
values. The expectation value of Z of a system prepared in 1)) = «|0) + 3|1) is simply

W Zly) = |a* — B[ (1.21)

Stern-Gerlach type experiments can be described like that.

1.1.3 Mixed quantum states

Let us imagine we have a single spin, associated with a Hilbert space H ~ C?. We now
throw a coin. In case of heads, we prepare the spin in |0), in case of tails, we prepare it
in |1). That is to say, with the classical probability 1/2 we have |0), and with classical
probability 1/2 we get |1). How do we capture this situation? Can we describe the
system by a state vector

[+) = (0) + |1))/V2? (1.22)

Not quite. This is easy to see: In case of a o, measurement, we would always get the
same outcome. But this is different from the situation we encounter here. In fact, when
we make a measurement of o,,, we would get both outcomes with equal probability. Or

=) = (0) — |1))/V2? (1.23)
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Again, this will not work, for the same reason. In fact, no state vector is associated
with such a situation, and for that, we need to generalize our concept of a quantum
state slightly: to density operators. This is, however, the most general quantum state in
standard quantum mechanics, and we will not have to generalize it any further.

In fact, the above situation is an instance of the situation where we prepare with
probability p;, j = 1,...,n, a system in a state vector |¢;). Since we encounter a
probability distribution, we have

> pi=1 (1.24)
j=1

Such a situation is sometimes referred to as a mixed ensemble. How do we incorporate
that? To start off from what we know, let us express first pure states corresponding to
state vectors as a density operator.

Density operator of a pure state: A pure state associated with a state vector |¢)) €
‘H from some Hilbert space H is given by the density operator

p =) (l. (1.25)

We immediately find some properties of such an operator: We obviously have that

p=pl. (1.26)
Then,
tr(p) = 1. (1.27)
Finally, we have that
p >0, (1.28)

which means that all of its eigenvalues are non-negative, which is clearly the case, as
all the eigenvalues are given by 0 or 1, clearly non-negative numbers. We also have the
property that

tr(p?) = tr(|) (Y1) (¥]) = tr(jv)(¥]) = tr(p) = 1. (1.29)

How to we compute expectation values from such a density operator? Well, we know
that for an observable

(4) = (¥[Aly). (1.30)

This we can equally well write as

(4) = (W[A[) = tr(Al) (¢]) = tr(Ap). (1.31)

We have hence made use of one of the above rules, and have written expectation values
as a trace of the observable, multiplied with the density operator. A general density
operator is just extended by linearity from this definition.
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Density operator of a mixed ensemble: Consider the situation of preparing |v;),

j =1,...,n with probability p;. This is associated with a density operator
p= pilvi) (Wil (132)
j=1

Then, how do we compute expectation values from that? We have for observables
A that

(A) = p;(w;lAl), (1.33)

j=1
from the very definition of a mixed ensemble. This we can, however, also write as

(A) = > pitr(Aly) ()

j=1

tr (A pjle) (]
j=1
= tr(Ap). (1.34)

So again, expectation values are just computable as the trace of the density operator
multiplied with the observable. We now once more investigate properties of such a
density operator: We find that again,

p=p. (1.35)

In the same fashion as before, since now

> pi=1, (1.36)

j=1
we also have that
tr(p) = 1. (1.37)
Finally, we have that
p =0, (1.38)

since all of the probabilities are positive, and a sum of positive operators is positive.
These are exactly the same properties as above, except from one that is now missing.
We no longer have tr(p?) = 1. In fact, this property is replaced by

tr(p?) = tr| > pilv) (Zpkwmw)
j=1 k=1

= > pipwte(le;) (sl (ve]) < 1

jk=1
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where we have bounded the scalar products between two arbitrary state vectors. We
have now arrived at the most general concept of a state in (standard) quantum mechan-
ics. This is surely worth a box:

Density operators: General states of quantum systems with Hilbert space #H are
given by density operators p. Their properties are

p = p' (Hermicity), (1.39)
> 0 (Positivity), (1.40)
tr(p) = 1 (Normalization). (1.41)

Pure states are those density operators for which
tr(p) =1, (1.42)
those can be represented by state vectors |1)) € H as

p = )¢l (1.43)

Otherwise, if tr(pQ) < 1, the state is called mixed. For observables, expectation
values are computed as (A) = tr(Ap).

This is a good moment to discuss a number of examples. Let us go back to our
initial situation discussed at the beginning of the chapter, of preparing |0) or |1) with
equal probability. We can now easily associate this with a density operator

1 1
p = 310000 + 5111, (1.4

We can write this in matrix form — remember that operators and their matrix represen-
tation are identified with each other throughout the script

p=1| 2 } (1.45)
0}
We have that
tr(Q)*l 1—1<1 (1.46)
PI=47T4= 25+ '

This in fact the minimum value tr(p?) can take for a system with H ~ C2. The pure
state p = |0)(0| in turn is represented as

p=“ 8} (1.47)

obviously satisfying tr(p) = 1. Generally, if we have probabilities pg and p; to prepare
|0)) and |1), we have the density operator

| po O
p—|: . pl] (1.48)
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But of course, we are not forced to take the standard basis. The situation of having
prepared |+) and |—) with equal probabilities is captured as

1 1
p =3l H)H+ =)= (1.49)
This is

((10) + 1) (O] + (1)) + i ((10) = [1)((0] = (1]))

1
10)(0 + 5 1){L]; (1.50)

-|

There is a cute observation that is important at this point: There are many different ways
of preparing the same density operator! Since all expectation values of observables are
computed as

DO = | =

with matrix representation

= O

} . (1.51)

[esRSIES

(A) = tr(Ap), (1.52)

we get exactly same same value for all observables in case of
p="Y 0l (Wil = arlew)(erl, (1.53)
Jj=1 k=1

even if all of the probabilities {p;} and {qx} as well as all state vectors {|¢;)} and
{|¢r)} are different. In fact, now even n = m has to hold. What matters for all
outcomes in all experiments is the density operator, not the mixed ensemble we have
started with. Sometimes, people use notions of the kind, “the system is in some pure
state vector [1;), j = 1,...,n, we simply do not know which one”. Such reasoning
is not quite precise and can be plain wrong, in which case it is referred to as preferred
ensemble fallacy.

1.2 Measurement postulate

The measurement postulate has to give an answer to the following questions: What are
the outcomes of a measurement? What is the probability of obtaining this? What is
the state immediately after the measurement? The measurement postulate settles these
questions.
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Measurement postulate: Let A be an observable with spectral decomposition

A= Z e P, (1.54)
k
where
Pe= > |ve)(nl- (1.55)
EVAL

That s, the P, = P are the projections onto the eigenspaces to eigenvalue Ag. The
possible measurement outcomes are A;. The probability of obtaining for obtaining
the outcome related to Ay is

Pr = tl‘[ppk]. (1.56)

The state immediately after the measurement is

PepPy  _ Pepby
tI‘[Pkak] tl‘[ppk} '

ph = (1.57)

1.3 Composite quantum systems

How do we describe composite quantum systems in quantum theory? Clearly, the
formalism must have an answer to that. We think of a particle having several degrees
of freedom. Or we aim at describing several different particles at once. How do we
capture this situation? Composition of degrees of freedom is incorporated by the tensor
products in quantum mechanics. Let us assume that we have one degree of freedom
associated with a d;-dimensional Hilbert space

Hy = span{[0), ..., |d; — 1)}. (1.58)

We then consider another, second degree of freedom, coming along with a do-dimensional
Hilbert space
Ho = span{|0),...,|ds — 1)}. (1.59)

These spaces could, for example, capture all superpositions of two spin degrees of
freedom of two particles described by quantum mechanics. The Hilbert space of the
Jjoint system is then given by the tensor product

H=H1 QHs. (1.60)
It is spanned by the orthonormal basis vectors
{f@|k):j=0,...,d1 —1;k=0,...,do — 1}. (1.61)
Such basis elements of tensor products are sometimes also written as

{jk):7=0,....di —1;k=0,...,dy —1}. (1.62)
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This looks more complicated than it is: While an arbitrary superposition of a state
vector from H1 can be written as

di—1
1) = Y ayli) (1.63)
§=0
and an arbitrary superposition of a state vector from Hs is
da—1
[2) = > Bild), (1.64)
j=0

an arbitrary state vector taken from the composite Hilbert space H = H; ® Ho is given
by

di—1ds—1

[0y =Y > vkl @ k), (1.65)

j=0 k=0
as a linear combination of all new basis vectors, with all y; ,, € C. If you think at this
point that it may be confusing that such general state vectors contain ones that are no
longer a product between the respective Hilbert spaces: Indeed, it is, and we will come
to the profound implications of this later. Again:

Composite quantum systems: The Hilbert space of the composite quantum sys-
tems the parts being associated with Hilbert spaces H; and H is given by the
tensor product

H=H1 ® Hs. (1.66)

Similarly, an arbitrary linear operator can be decomposed as

O => ¢jkA; @ By, (1.67)
4.k

with operators {A;} and { B} on #; and By, respectively. The same is true, needless
to say, for more elaborate composite quantum systems having many parts. For example,
the Hilbert space of n particles of the same character (and associated with H each) is
given by

HR- @H=H (1.68)
This is not such an alien situation in quantum physics: We should not forget that most
things we can see are quantum systems with more than 1022 individual parts. The parts
of composite quantum systems also do not have to be the same. In fact, on the first
page of this script we have already encountered a composite quantum system, even if
at this point we had abstracted from this fact. The particle has a position and a spin
degree of freedom. So the joint Hilbert space capturing this situation is given by

H = L*(R) ® C. (1.69)

The Hilbert space of the three coordinates of the spatial degree of freedom of a single
particle is given by
H = L*(R) ® L*(R) ® L*(R). (1.70)
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1.4 Time evolution

When we prepare a quantum system in some state p, how does it evolve in time? The
answer to this question is given by the Schrodinger equation. It is given in the form of
a differential equation.

Schrodinger equation: State vectors of pure states evolve in time according to

0
i W(®) = Hlp(0), (1.7
where H is the Hamiltonian. General quantum states evolve as
0
ihsp(t) = [H, p(t)]. (1.72)

Making use of the unitary time evolution operator
U(t) = e "1/h, (1.73)

valid for time-independent Hamiltonians, we can capture time evolution also as fol-
lows. Since it is unitary, it satisfies

UU(t) =UT(t)U(t) = 1. (1.74)

Obviously, U(0) = 1.

Time evolution: The time evolution of a closed quantum systems from time ¢; to
to > t; is captured by a time evolution of state vectors as

[(t2)) = Uty — t1)|ih(t1)). (1.75)
General states, so density operators, evolve according to

plt2) = Ulta — t1)p(t)U' (t2 — ta). (1.76)

This type of time evolution is referred to as time evolution in the Schrodinger pic-
ture, in which observables are kept constant and quantum states evolve. It can also
make sense to refer to a picture in which states following preparations are kept con-
stant and observables evolve. This picture is referred to as Heisenberg picture.
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Evolution of observables in the Heisenberg picture: In the Heisenberg picture,
observable A evolve from time t; to t5 > t7 as

Aty —t1) = Ul (ty — t1) AU (t — t1). (1.77)

Of course, the predictions in both pictures are identical,

(AW) = t[Ap(t)] = w[AU)pU (1))] = (U (AU (£))p]
w[A(t)p).

with 2 = ¢t und ¢; = 0 to simplify the notation.

(1.78)

1.5 Heisenberg’s uncertainty principle

This notion of outcomes of measurements being “uncertain” can be made more precise
in terms of the so-called uncertainty relation. There are few statements in quantum the-
ory, yet, that are so often misunderstood as the uncertainty relation. Recently, a lawyer
came to me and asked, well, is the uncertainty in adjudication not just a manifestation
of the Heisenberg principle, that “nothing is precisely defined”? Well, actually, no.
But except from the principle being overly referred to in urban slang, even within the
formalism there often is a kind of confusion coming along with this principle. I was
slightly confused when I first heard of it in my first lecture, and slightly irritated by
the fact that nobody seemed to have any desire to fix the precise pre-factor on the right
hand side of the inequality. Later I understood that this is because there have been dif-
ferent readings used of the principle. We will mention three readings of Heisenberg’s
uncertainty principle, even if we discuss in detail only one.

The central object here is the mean square deviation of an observable from its ex-
pectation value, for a system initially prepared in [¢)),

(AA)? = ((A—(A))?) = (4%) — (4)*. (1.79)

We now consider this for two observables A and B. For simplicity of notation, let us
define

C = A—(A), (1.80)
D = B-(B). (1.81)

Even if C and D are clearly Hermitian, the product C'D is usually no longer Hermitian,
and the expectation value can be complex. Let us write

(CD) = (W|CDJY) =2z==x+1y, (1.82)
(DC) = (P|(CD)'p) = z* = — iy, (1.83)

with z, y € R. That is to say,
(IC, D)) = WIIC, D[¢)) = z = 2" = 2iy = 2iim((CD)). (1.84)
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Taking the absolute value, we obtain
{[C, D)I* < 4[{(x|C D) *. (1.85)
Of course, we have for the commutator
[C, D] = [A, B], (1.86)

as numbers always commute with each other. We now make use of the Cauchy-
Schwarz inequality — a useful inequality from linear algebra. This leads to

[(WICD)? = |((¥]C) - (D|))[?
< [IClH)I? - I DI) |2
= (W[|C?|y) - (Y| D?|). (1.87)

We can now collect the terms and state the uncertainty relation:

Heisenberg’s uncertainty relation: Two observables A and B of a quantum sys-
tem prepared in [¢)) satisfy the uncertainty relation

AA-AB > %\(M[A,B]WH. (1.88)

That is to say, the product of the two uncertainties cannot take an arbitrarily small
value — unless the two observables A and B commute. Otherwise, the product of
the two uncertainties of A and B cannot be arbitrarily small. This is a remarkable
observation.

When applied to position and momentum, this principle reads

AX -AP > g (1.89)

which means that wave functions cannot be arbitrarily narrow both in position and mo-
mentum. This means that if we prepare many quantum systems and first estimate A A
many times, such that we know it later with high statistical significance, and then es-
timate AB: Then the product of the two uncertainties will always be larger than the
above given value. Quantum mechanics simply does not allow for any smaller uncer-
tainties. So in a way, one cannot “know the values of two non-commuting observables
at once”. Precisely, what is meant, however, is that one independently prepares the sys-
tems and measures either A or B, and then analyses the data. This is the first reading
of the Heisenberg uncertainty relation.

This is also the derivation that most books on quantum mechanics offer. Interest-
ingly, the explanation given is quite often incompatible with the above derivation. This
is the notion of a measurement of one observable A makes the outcome of another
non-commuting observable B less certain. This is the second reading of the uncer-
tainty relation. We hence measure on the same system first A, then B. If we “know the
value of A precisely, then the measurement of B will be a lot disturbed”. This is the
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reading of the famous Heisenberg microscope: Heisenberg discussed how a measure-
ment of X disturbs later later measurements of the non-commuting observable P. This
is also true, but this is not quite what we have derived above (which made use of the
independent and identical distribution (i.i.d.) of the initial preparation). One can also
derive uncertainties for the Heisenberg uncertainty principle in this second reading, but
the pre-factor on the right hand side will be slightly different. A third reading which we
only briefly mention is the one where tries to jointly measure two observables in a sin-
gle generalized measurement. We have to delay this discussion as we are at this point
not quite clear about what a generalized measurement is. Just for the records: Here one
aims at obtaining as much information as possible about A and B in a single run of a
measurement, which is then repeated many times. This again leads to an uncertainty
relation, but yet again with a different pre-factor. All these readings have the narrative
in common, however, that if the mean square deviation of one observable is small, it
cannot be small at the same time for a non-commuting observable. This is again one
of the profound consequences of non-commuting operators in quantum theory.



