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1. Classical capacities of quantum channels
Although this exercise might look very long, it isn’t. In the next paragraphs we just want
to give you an overview on the formalism introduced in the lecture and needed for this
exercise in a compressed fashion. No need to be intimidated ;)
In the lecture, we saw two alternative characterisations of the classical channel capacity
of a quantum channel £, which is given by the its Holevo-information x(€). The task
here is to establish the equivalence of these expressions.

To this end, recall the definition of the quantum mutual information of a bi-partite
quantum system in a state pap

I(A: B),,, = S(pa) + S(ps) — S(pas). (1)

The Holevo information of channel can be defined using the following scheme: Alices
encodes the information of a classical random variable X taking values in X with prob-
ability distribution px into a quantum state using a set of states {p, }zex. To keep track
of the classical random variable but formulating everything quantum mechanically, we
think of Alice encoding the result in another faithfully register N using orthogonal
basis {|z)},ex. From this notebook register N the classical information of X can be
completely recovered. Altogether, Alice prepares the bi-partite state

pNA—ZpX )|z )|y ® p%. (2)

Then, the state in system A is sent to Bob using the channel £. Thus, we end up with
a final state shared between Alice’s notebook and Bob

PNB—ZPX Mz Xz|y @ E(ph)s- (3)

We can now ask for the mutual information between the variable X encoded in N and
Bob’s output of the channel. Analogously to the classical result, maximizing the mutual
information over all possible input variables X and encodings yields the capacity of the
quantum channel to transmit classical informations, i.e.

X(E)= max I(N,B),y.- (4)

(Xopx{p®})

a) Show that

X(&) = max {S(S(pr(w)px)) - pr(w)s(ff(ﬂx))} : (5)

7pX7{p })

Remember that Shannon’s noisy channel coding theorem states that the capacity of a
noisy channel 7" is given by the maximum over all inputs of the mutual information:

C(T)=maxI(X :Y),
szX
where Y is the random variable describing the output of the channel T" with input X.
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b) Determine the channel capacity of the binary symmetric channel defined by

Pr(0]0) =Pr(1j1) =1—p
Pr(1]0) = Pr(0[1) = p.

Hint: It may be useful to expand H(Y|X) as Y p(z)H(Y|X = ).

We now want to determine the channel capacity of the binary erasure channel as defined
by

Pr(0/0) =Pr(1]1)=1—p
Pr(e|0) = Pr(e|l) = p.

c¢) First, use the expansion H(Y) = H(Y,Z) = H(E)+H(Y|Z) to show that H(Y') =
H(p)+(1—p)H(m). Here, we let Z be the random variable distinguishing between
the event £ = {Y = e} and -E = {Y # e}. We have that Pr(Z = E) = p.
Furthermore we call the propability defining the distribution of the input variable
m=Pr(X =1).
Hint: Use that Pr(Y = y|Y #e) = Pr(X =vy).

d) Use this result and proceed analogously to the binary symmetric channel to de-
termine the channel capacity of the erasure channel.

2. Majorisation and transforming quantum states by local unitaries. (8 Points:
2+24+2+42)
In this problem we will look at the task of transforming a given copy of a pure bipartite

quantum state [¢) to another quantum state |¢) using LOCC. The question is: Under

which conditions is the transition |) Loce, |¢) possible?

The key to the answer of this question is the concept of majorisation. We say that a
vector x € R"™ majorises y € R" (denoted by x > y) if forall k =1,... n, Zle xj >
2?21 yj and Z?zl xj = 2?21 yj Here, 2+ denotes the sorted version of z, i.e., a
permutation of the elements of x such that x% > xé > ... > $$l From now on, let x
and y be non-negative vectors.

111)T

a) Show that z = (2 3 O>T majorises y = (57 373

373
One can show that x < y if and only if z = ) ; pjll;y for a probability distribution
p and permutation matrices IT; (Please accept this equation.). By Birkhoff’s theorem,
which lies at the heart of majorisation theory, that statement is equivalent to saying

that z < y if and only if z = Dy for some doubly stochastic matrix D[f}
For two Hermitian operators X,Y € L(C?) we say that X <Y if A(X) < A(Y), where
A(A) is the spectrum of a matrix A.

b) Show that X < Y if and only if there exists a probability distribution p and
unitary matrices U; such that

X => pUyUul.
J

Hint: For “only if” direction, do eigenvalue decomposition as X = UAxU' and
Y = VAy VT, and use the fact "N\(X) < \(Y) if and only if \(X) = > iLAY) 7
For 7if” direction, use again eigenvalue decomposition and the fact "A\(X) < A(Y)
if and only if N(X) = DA(Y) for some doubly stochastic matriz D”.

! A matrix D is called doubly stochastic if Vi, jD;; > 0 and Vi Zj D;; = Zj Dj; =1, i.e., all rows and columns are
probability distributions.



We are now ready to prove the (surprising!) theorem: |1) Loce, |¢) if and only if

Trgl|v) (¥]] < Trp[|o)Xo|]. (We encourage you to have a look into https://arxiv.
org/pdf/quant-ph/9811053.pdf, which is the original paper of the thorem.)

¢) Show the ”only if” direction using the previous result. You can suppose that
LOCC is realised by a measurement on Alice’s side and a corresponding unitary
on Bob’s side. In other words, from Alice’s point of view it must be the case that

B
M;Tep|) ([]M] = piTep[|¢) (1.

Hint: Use the polar decomposition of M;+/Trg[|v)v]].
d) Now show the ”if” direction by proceeding analogously.

2This is because the transition from |1) to |¢) comes about as a post-measurement state with probability p;.

3


https://arxiv.org/pdf/quant-ph/9811053.pdf
https://arxiv.org/pdf/quant-ph/9811053.pdf

