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Abstract

Every quantum system inevitably interacts with its environment. This is a fundamental
requirement that allows us to control, measure and, in general, interact with quantum
systems. In that respect, a quantum system’s openness can be interpreted as prerequisite
that enables quantum technologies in the first place. The latter are built to harness
the intrinsic quantum mechanical behavior of quantum devices in order to build new,
powerful technologies. However, a quantum system’s openness also causes it to interact
uncontrollably with all kinds of other environmental modes. This leads to dissipation
whose impact is mostly detrimental. The ability to steer an open quantum system in a
desired way and to protect it against dissipation is therefore of crucial importance.

This thesis explores how optimal control techniques can be used to improve the control
of open quantum systems. The first part focuses on the development of new methods
for the study of such systems. To this end, a new, reliable distance measure that allows
optimization towards mixed target states has been constructed. This measure provides
more information about existing state mismatches than comparable measures and is by
construction compatible with gradient-based optimization algorithms. Mixed target states
occur, for example, in the preparation of squeezed states in cavity optomechanics. Their
preparation can be substantially accelerate when the control fields are optimized using the
new distance measure. Moreover, a new method that allows to identify decoherence-free
subspaces via optimal control techniques has been introduced. The method’s general
functionality and performance has been demonstrated by identifying decoherence-free
subspaces in a network of qubits. However, the method’s general abilities are not restricted
to the search for decoherence-free subspaces.

The remainder of the thesis then focuses on how optimal control allows for deriving
new control strategies that cope best with the environment’s presence. To this end, three
tasks have been considered that are fundamental for quantum technologies. First, qubit
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iv Abstract

reset has been considered, where the presence of the environment is even a necessity
for the task’s feasibility. Optimal control has been used to identify the fundamental
limits of qubit reset in time and fidelity and has derived time-optimal reset strategies.
These results have been obtained for qubit reset employing a tunable environment as
well as when utilizing a single, strongly coupling ancilla mode from the environment.
The other two examples focus on how optimized control fields can assist in diminishing
the environment’s detrimental impact. To this end, a state discrimination task has been
investigated, which is a typical problem in quantum metrology. It has been shown that,
in the presence of dissipation, optimized control fields improve the distinguishability
between states and thus improve the metrological performance of the discrimination
task. Lastly, the implementation of an entangling quantum gate between qubits has been
considered, which is pivotal for quantum computers. By means of optimal control, an
analytical control strategy has been derived that readily accelerates the implementation
of an entangling quantum gate between bosonic modes. Due to the reduction in the gate
duration, this leads to an improved robustness of the gate with respect to dissipation.



Zusammenfassung

Jedes Quantensystem wechselwirkt unweigerlich mit seiner Umgebung. Dies ist eine
grundlegende Notwendigkeit, die es uns erlaubt, Quantensysteme zu kontrollieren, zu
messen und im Allgemeinen mit ihnen zu interagieren. Im Hinblick darauf kann die
Offenheit eines Quantensystems als Voraussetzung interpretiert werden, welche Quanten-
technologien überhaupt ermöglicht. Letztere sind konstruiert, um intrinsisch quanten-
mechanisches Verhalten gezielt auszunutzen und damit neue, leistungsfähige Technologien
zu entwickeln. Die Offenheit eines Quantensystems führt jedoch auch zu unkontrollierter
Wechselwirkung mit diversen Moden innerhalb seiner Umgebung. Dies führt zu Dis-
sipation, deren Auswirkung in den meisten Fällen negativ ist. Die Möglichkeit offene
Quantensysteme in einer gewünschten Weise zu steuern und sie gegen Dissipation zu
schützen ist daher von entscheidener Bedeutung.

Diese Arbeit untersucht, wie Methoden der optimalen Kontrolltheorie genutzt werden
können, um die Kontrolle offener Quantensysteme zu verbessern. Der erste Teil fokussiert
sich dabei auf die Entwicklung neuer Methoden für die Untersuchung solcher Systeme.
Zu diesem Zweck wurde ein neues, zuverlässiges Abstandsmaß konstruiert, welches
Optimierung auf gemischte Zielzustände ermöglicht. Dieses Maß liefert dabei mehr
Informationen über existierende Zustandsdiskrepanzen als vergleichbare Maße und ist per
Konstruktion kompatibel mit gradientenbasierten Optimierungsalgorithmen. Gemischte
Zielzustände kommen zum Beispiel bei der Präparation gequetschter Zustände in der
Cavity Optomechanics vor. Ihre Präparation kann entscheidend beschleunigt werden, wenn
die Kontrollfelder mithilfe des neuen Abstandsmaßes optimiert werden. Des Weiteren
wurde eine neue Methode eingeführt, welche die Identifikation von dekohärenzfreien
Unterräumen durch Techniken der optimalen Kontrolle ermöglicht. Die Fuktionalität
der Methode wurde durch das Identifizieren eines dekohärenzfreien Unterraums in einem
Netzwerk von Qubits gezeigt. Die Möglichkeiten der Methode bleiben dabei allerdings
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nicht auf die Suche nach dekohärenzfreien Unterräumen beschränkt.
Der Rest der Arbeit fokussiert sich anschließend darauf, wie optimale Kontrolle ver-

wendet werden kann, um neue Kontrollstrategien zu finden, welche die Präsenz der
Umgebung bestmöglich berücksichtigen. Zu diesem Zweck wurden drei Aufgaben betra-
chtet, welche fundamental für Quantentechnologien sind. Zuerst wurde dazu Qubit-Reset
betrachtet, für welches die Präsenz der Umgebung sogar eine Notwendigkeit für die
Durchführbarkeit der Aufgabe ist. Optimale Kontrolle wurde dabei verwendet, um
die fundamentalen Grenzen in Fidelität und Zeit für Qubit-Reset zu identifizieren und
zeit-optimale Kontrollstrategien herzuleiten. Die Ergebnisse wurden für Qubit-Reset
mithilfe einer steuerbaren Umgebung erzielt sowie durch Nutzung einer einzelnen, stark
koppelnden Umgebungsmode. Die beiden weiteren Aufgaben fokussieren sich hingegen
darauf, wie optimierte Kontrollfelder verwendet werden können, um die negativen Effekte
der Umgebung zu vermindern. Dazu wurde die Aufgabe der Zustandsunterscheidung
untersucht, welche eine typische Aufgabe in den Quantenmetrologie ist. Es wurde gezeigt,
dass, unter Berücksichtigung von Dissipation, optimierte Kontrollfelder die Unterschei-
dbarkeit von Zuständen verbessern und somit die metrologische Leistung der Aufgabe
erhöhen. Zuletzt wurde die Implementierung von verschränkenden Quantengattern
zwischen Qubits betrachtet, welche von zentraler Wichtigkeit für Quantencompuer ist.
Eine analytische Kontrollstrategie, welche die Implementierung von verschränkenden
Quantengattern zwischen bosonischen Moden beschleunigt, wurde mithilfe optimaler
Kontrolle hergeleitet. Aufgrund der Reduzierung der Implementierungsdauer führt dies
zu einer Verbesserung der Robustheit des Quantengatters im Hinblick auf Dissipation.
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1
Introduction

The advent of information processing technologies in the second half of the 20th
century marks the birth of today’s Information Age. In the history of humankind,
it also marks the starting point for a period of remarkable and incredibly fast-paced
technological progress, which — judging by innovations from recent years — is by far
not over yet. While information technologies come nowadays in various forms and affect
almost every part of everyday life, the invention and subsequent public availability
of computers can be regarded as the spark that ignited this technological revolution.
Back in these days, computers did not only constitute a novel way of quantifying and
thinking about information — namely in terms of binary numbers — but also introduced
themselves as the machines to process these information reliably and automatically. Their
computational power has increased ever since and, by now, any computer is routinely
capable of solving incredibly challenging computational tasks that were not deemed
solvable decades ago.

While a computer or, to be more precise, a classical computer follows strictly deter-
ministic rules and obeys the laws of classical physics, Richard Feynman was the first
to think about the possibility of a computer that follows the strange laws of quantum
physics [1]. Although this idea might have appeared odd due to the probabilistic nature
of quantum mechanics, it has now become the foundation for an entire field of research.
This field focuses on how to actively harness the potential of quantum effects in order to
create new powerful technologies that outperform their classical counterparts. Nowadays,
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2 1. Introduction

major pillars of these so-called quantum technologies involve quantum computing and
simulation, quantum metrology as well as quantum cryptography and communication [2].

Presently, we are in what is termed the “second quantum revolution”. This term refers
to quantum technologies that are designed to actively exploit quantum effects. This is at
the heart of any quantum technologies [3]. For instance, in view of quantum computers,
this implies the exploitation of entanglement — one of quantum theory’s most peculiar
properties that has no classical analogue — as a key resource. By carefully designing
quantum algorithms that make use of this property, a quantum computer is in general
capable of tasks a classical computer can not perform in reasonable time [4, 5]. Similar
examples can be found for other quantum technologies.

Unfortunately, it is rather unlikely that a quantum system will perform the task a user
wants it to do all by itself, i.e., just by waiting. Thus, the possibility to control a quantum
system’s underlying dynamics is required and crucial in order to exploit quantum effects
for quantum technologies in practice. Time-dependent control fields that interact with
the quantum system are what is commonly used as control handles and allow to shape a
quantum system’s dynamics to fulfill the user’s demand.
Besides the plain necessity to steer a quantum system’s dynamics, another crucial

requirement for quantum control is that it needs to diminish all detrimental influences that
might potentially impair the device’s performance. On the one hand, quantum control
needs to ensure that only those parts of a large-scale, multipartite quantum system interact
that are supposed to interact at that specific point of time. In detail, quantum control
is required to control the interactions between internal modes, since an uncontrolled
interaction will most likely lead to a loss of performance. On the other hand, quantum
control also needs to minimize the detrimental interaction of any quantum system with
its environment, i.e., its interaction with external modes. Especially the latter poses a
major challenge, as the environment’s impact is what predominantly limits quantum
technologies to fully unfold their inherent power in practice. For quantum computing,
after decades of research and improvements in device properties, we have now reached
the regime recently termed “noisy intermediate-scale quantum” (NISQ) technology [6]. It
describes the current era of quantum computing devices, where environmental noise can
already be kept at bay sufficiently much such as to allow interesting first applications of
quantum technologies, despite their error-prone hardware, that are no longer possible with
classical devices. One particular example is Google’s recent demonstration of quantum
supremacy [7].
The technological progress that has led to the current NISQ era has been largely

fueled — besides the obvious enhancement of device properties — by establishing new,
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advanced control strategies. In addition to quantum control’s critical role as the tool
that enables operation of any quantum device in the first place, a clever choice for the
underlying control strategy can easily improve the device’s performance beyond the point
that is reachable by plain hardware engineering. For instance, such an improvement
can originate from finding strategies that simply realize certain tasks faster and/or are
naturally more resistant to dissipation. Many of these advanced control strategies have
not been identified by trial and error but by quantum optimal control [8]. The latter can
be viewed as a collection of sophisticated mathematical and numerical techniques that
allow to derive optimized control fields that are shaped to perform a particular task in
an optimal fashion. It does not matter whether ideal conditions are assumed or if the
control solutions are derived in the presence of dissipation [9]. The latter scenario even
allows for finding control strategies that best cope with the environment.

In this thesis, we will derive new control strategies to realize fundamental tasks for
quantum technologies. The presence of the environment will thereby not always be a
mere nuisance but will sometimes play an important role for the task’s success. We will
use a combination of analytical and numerical tools from optimal control to find these
control strategies. To this end, Chap. 2 starts by briefly reviewing the basic notations of
quantum mechanics before it continues to introduce open quantum systems and their
dynamics as well as quantum optimal control theory, both of which are central concepts
for this thesis. Chapter 3 finalizes the discussion of optimal control theory by formulating
basic mathematical conditions that any reliable optimization functional needs to fulfill. In
view of these conditions, a new functional is derived and subsequently applied to a control
problem from cavity optomechanics, where the goal is to accelerate the preparation of a
squeezed quantum state.

The next chapter continues to introduce new concepts for optimal control. While
traditional optimal control methods primarily focus on optimizing time-dependent control
fields in order to steer a quantum system’s dynamics in a desired way, Chap. 4 explores
how optimal control can assist in the identification of decoherence-free subspaces in open
quantum systems. This requires conceptually new optimization functionals as well as
parametrization methods for arbitrary subspaces, both of which are introduced and their
operation demonstrated.

Chapter 5 constitutes a central chapter in this thesis. We will explore how optimized
control fields can help to minimize the required time and to improve the achievable
fidelity of qubit reset — a task that is vital for almost all quantum technologies. It is
even a particularly interesting control task as it fundamentally requires the presence of an
environment. Any control strategy therefore needs to incorporate the on-demand nature
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of the environmental interaction, which should be large when resetting the qubit and at
best vanish otherwise. We will examine qubit reset that utilizes a tunable environment as
well as a controlled interaction with an ancilla mode. We will explore the impact of initial
correlations between qubit and environment and how the form of their interaction affects
the reset time and its general feasibility. Time-optimal control strategies are identified in
all cases by a mixture of analytical and numerical tools from optimal control.

In Chap. 6, we turn towards a control task from quantum metrology. While the general
idea of quantum metrology is to exploit quantum effects in order to create measurement
devices of unprecedented sensitivity, we will here focus on one of its elementary tasks —
namely to improve the distinguishability between quantum states. Although the Ramsey
scheme provides a simple and reliable protocol to this end, we will show that it can be
significantly improved in the presence of environmental noise by using optimized control
fields.
Finally, Chap. 7 will be devoted to one of quantum computing’s most fundamental

tasks: the implementation of an entangling gate between qubits. To this end, we consider
an architecture for encoding and coupling qubits that has been established within the last
years. We will demonstrate how optimized control fields can be used to accelerate the
implementation of an entangling gate, which thus minimizes the detrimental influence of
the environment. Chapter 8 concludes and points out possible future directions.



2
Dynamics and Control of Open

Quantum Systems

This thesis focuses in large parts on how to optimally control the dynamics of open
quantum systems in order to realize quantum information tasks with highest fidelity or in
shortest time. This chapter is therefore devoted to introduce the necessary mathematical
framework and terminology used in quantum dynamics and optimal control theory. We
start in Sec. 2.1 by briefly reviewing the basic concepts for states, operators, dynamical
maps and Hilbert and Liouville space. The latter one is especially important for the
description of open quantum systems, i.e., quantum systems that interact with their
environment, which are introduced in more detail in Sec. 2.2. We discuss the difference
of Markovian and non-Markovian dynamics of open quantum system and briefly review
common environmental noise forms and the types of dynamics which they give rise to.
The case of Markovian dynamics, albeit being usually an approximation of the true
dynamics, yields a specific class of dynamical maps, which describe most of the open
quantum systems discussed throughout this thesis. We will furthermore explore the
time-dependent properties of dynamical maps, which arise when time-dependent control
fields interact with the open quantum system. The prevalent question will be how such
control fields have to be shaped such that they generate a desired dynamical map that
carries out a predefined task in the best possible way. To this end, Sec. 2.3 introduces
quantum optimal control theory (OCT) thoroughly, as it plays a central role in this thesis

5



6 2. Dynamics and Control of Open Quantum Systems

and provides the means to derive the required field shapes.
The intention of this chapter is to serve as sufficiently detailed, albeit not exhaustive,

summary of important concepts from open quantum systems and optimal control theory
and builds the theoretical foundation for all later chapters. Its content is taken from the
textbooks of Breuer and Petruccione [10] and D’Alessandro [11] about open quantum
systems and quantum control, respectively.

2.1 States, Operators, Spaces and Maps

This section briefly reviews the basic concepts and notations of quantum mechanics and
dynamics.
The Hilbert space H constitutes the fundamental space for pure quantum states. It

provides the vector space structure for expressing arbitrary superpositions of quantum
states — a key feature of quantum mechanics and one of its striking differences to
classical physics. For ∣ψ⟩ , ∣φ⟩ ∈ H we have α ∣ψ⟩ + β ∣φ⟩ ∈ H for all α,β ∈ C. Moreover,
H provides a scalar product denoted ⟨⋅∣⋅⟩ such that ⟨ψ∣φ⟩ ∈ C. From a merely physical
perspective, we also require that ∥ψ∥2 = ⟨ψ∣ψ⟩ = 1 for all ∣ψ⟩ ∈ H that correspond to
physical quantum states. This normalization condition ensures that the probability of
measuring the state ∣ψ⟩ “somewhere” amounts to 100%, which is at the heart of the
Copenhagen interpretation of quantum mechanics.

After having established the Hilbert space H as the appropriate space for pure quantum
states, we introduce the Liouville space LH as the space of bounded operators on H. The
Liouville space is a vector space in itself and one can show the isomorphism LH ≅H⊗H,
which highlights its vector space character and connection to H. Thus, with dim{H} = N
we have dim{LH} = N2. For all operators O ∈ LH we have O ∶H →H; ∣ψ⟩ ↦ ∣φ⟩ = O ∣ψ⟩,
where it should be noted that if the input ∣ψ⟩ is a physical state, the output ∣φ⟩ is usually
not due to the potential change in norm.
Unfortunately, the Hilbert space H is not sufficient to express the variety of states

that are relevant for describing fully general quantum states in practice. To be more
precise, every ∣ψ⟩ ∈ H is technically a coherent or pure state. However, nature gives
also rise to statistical mixtures of coherent states. Such mixtures can not be expressed
by a single coherent state and, hence, not expressed by a single element of H anymore.
These incoherent or mixed states ρ are described by the density matrix formalism. Let
span{∣ψi⟩} =H, then

ρ =∑
i

pi ∣ψi⟩ ⟨ψi∣ , ∑
i

pi = 1, pi ≥ 0 ∀i, (2.1)
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where ∣ψi⟩ ⟨ψi∣ denotes the dyadic product which makes the operator ∣ψi⟩ ⟨ψi∣ a rank one
projector in LH. ρ is therefore sometimes also referred to as density operator or density
matrix. Physically, the weights pi in Eq. (2.1) indicate the probability with which the
coherent state ∣ψi⟩ enters the mixture ρ. Conversely, in the notation of density matrices,
any coherent, i.e, pure, state can always be written as ρ = ∣ψ⟩ ⟨ψ∣. In consequence, an
arbitrary density matrix ρ corresponds to a pure state iff there exists an orthonormal
basis span{∣ψi⟩} = H such that pj = 1 and pk = 0 for all k ≠ j, cf. Eq. (2.1). This is
equivalent to ρ being a rank one projector in LH. In order to express this property
independent on the basis {∣ψi⟩}, we can first introduce the Hilbert-Schmidt overlap, i.e.,
the general scalar product in Liouville space LH, which we will denote by

⟪A∣B⟫ ≡ tr{A†B} , A,B ∈ LH, (2.2)

and then write the purity of a density matrix ρ as

P(ρ) ≡ ⟪ρ∣ρ⟫ = tr{ρ†ρ} = tr{ρ2} (2.3)

such that P(ρ) = 1 iff ρ corresponds to a pure state and P(ρ) < 1 iff ρ represents a
mixed state. In the last step of Eq. (2.3) we have already used the Hermiticity of ρ. The
properties of density matrices can be summarized as follows.

Definition 2.1. Let LH be the Liouville space over Hilbert space H with dim{H} = N .
ρ ∈ LH is a density matrix if

1. ρ = ρ† (Hermiticity)

2. ρ ≥ 0 (positive semi-definiteness)

3. tr{ρ} = 1 (population norm.)

4. 1
N ≤ P(ρ) ≤ 1 (purity)

Note that the density matrices form a subset SH ⊂ LH of Liouville space that does not
form a vector space in itself. Similar to a state ∣ψ⟩ ∈H with ⟨ψ∣ψ⟩ = 1 that represents a
physical state in H, a density matrix describes a physical state in LH.
Until now, we have briefly reviewed the basic concepts to represent pure and mixed

quantum states. However, in order to describe the dynamics of any quantum system, we
need an operation that maps states to states, e.g. from initial time t0 to time t. Note that
since we will primarily use the density matrix formalism, and not Hilbert space vectors,
to represent states within this thesis, we only discuss a map between density matrices.
In its most general from, such a map is given by the dynamical map Dt,t0 ∶ LH → LH

— a completely-positive and trace-preserving (CPTP) operation on LH. The latter two
properties ensure that any dynamical map Dt,t0 fulfills Dt,t0[SH] ⊆ SH and thus maps
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density matrices to density matrices or, in other words, physical states to physical states.
Dt,t0 ∈ B(LH), i.e., the dynamical map is itself an element of B(LH), the set of bounded
linear operators on LH. It can always be written in its Kraus representation,

Dt,t0[ρ] =∑
k

Ek(t)ρE†
k(t), ∑

k

E†
k(t)Ek(t) = 1, Ek(t) ∈ LH, (2.4)

where Ek(t) are time-dependent operators, called Kraus operators. Unfortunately, they
are in most cases neither unique nor known and it is usually difficult to find an expression
beyond Eq. (2.4) without already imposing severe constraints on the dynamics. In the
next section we will discuss some mathematical conditions that will allow us to find a
more practical form of Dt,t0 .
Before proceeding, however, we take a look at quantum control and emphasize its

intimate connection to designing specific dynamical maps at an experimenter’s will.
Physically, quantum control assumes that there exist static and dynamic control knobs,
accessible by an experimenter, which influence the dynamics and can thus be used to
steer the dynamics in a desired way. Typical control knobs available in experiments
are time-dependent control fields, e.g. laser or microwave fields, or static parameters
that can be chosen in advance. Without such control knobs, the dynamical map Dt,t0
would be entirely predetermined at each time t. In contrast, time-dependent control
fields {Ek(t)} interacting with a quantum system ultimately allow the experimenter to
alter Dt,t0 such that it becomes a mere element of a larger set of dynamical maps {Dt,t0}
that are available by appropriately choosing {Ek(t)}. The exact details of this set usually
depend on the type of available controls and their experimental constraints. The natural
question for quantum control is then how the control fields need to be chosen such that it
gives rise to a desired map Dtrgt

t,t0
∈ {Dt,t0}. Quantum optimal control takes this task one

step further and even demands to achieve this goal with highest fidelity or in shortest
time, cf. Sec. 2.3.

2.2 Open Quantum Systems

A quantum system that interacts with its environment is called open. Theoretically, this
immediately implies that every quantum system is open, since every quantum system
interacts to some extent with its environment. Nevertheless, this interaction is sometimes
sufficiently weak and we can faithfully treat the system as being closed. In all remaining
cases, where the environmental interaction can not be neglected, the influence of the
environment must be correctly accounted for when describing the dynamics of the open
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quantum system. While one might theoretically argue that the environment is always
given by the entire universe, it is usually sufficient to restrict it to those systems that
interact with the open system up to some noticeable and relevant degree. To identify, let
alone accurately model, all these environmental modes is usually not straightforward.
Besides, even the relevant part of the environment has in many cases infinite many
degrees of freedom, which makes this endeavor analytically and numerically intractable.
In consequence, the description of open quantum systems resorts to methods that do not
involve solutions for the environmental part of the dynamics — in which we are anyway
not interested in — but which merely model the environment’s impact in an approximate
fashion on the level of the open system.
Before delving deeper into the subject it should be noted that this environmentally

induced disturbance of the open system is typically called dissipation or decoherence but
sometimes also referred to as quantum noise due to its typical detrimental impact on the
dynamics. Moreover, such noise does not exclusively originate from an uncontrollable but
unavoidable environment but might as well originate from some required experimental
apparatus needed to control, manipulate or measure the quantum system [12].

Let HS and HE be the Hilbert spaces of the open system and its environment, respec-
tively. The Hamiltonian for the total system, composed of open system and environment,
with its Hilbert space being H =HS ⊗HE, is given by

H(t) = HS(t)⊗ 1E + 1S ⊗HE +HI(t) (2.5)

with HS(t), HE and HI(t) the individual Hamiltonians for system, environment and their
interaction, respectively. The total system has no further relevant environment and we
can assume it to be closed and its dynamics to be unitary. Thus, it fulfills the von
Neumann equation (h̵ = 1)

d
dt
ρ(t) = −i [H(t), ρ(t)] , (2.6)

which can straightforwardly be derived from the Schrödinger equation. ρ(t) ∈ LH is the
density matrix describing the state of the total system, which evolves unitarily. The
solution, i.e., the dynamical map Dt,t0 , for any system fulfilling Eq. (2.6) reads

ρ(t) = Dt,t0 [ρ(t0)] = Ut,t0ρ(t0)U
†
t,t0
, Ut2,t1 = T exp{−i∫

t2

t1
H(τ)dτ} , (2.7)

with Ut2,t1 the time-evolution and T the time-ordering operator. We are not interested
in the dynamics of the total system with Hilbert space H but only in the dynamics of
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the open system with Hilbert space HS. We can obtain the reduced state ρS(t) ∈ LHS by
virtue of the partial trace ρS(t) = trE{ρ(t)} over the environmental degrees of freedom.
Its corresponding exact dynamical map DS,ex

t,t0
reads

ρS(t) = DS,ex
t,t0

[ρS(t0)] = trE {Dt,t0 [ρ(t0)]} = trE {Ut,t0ρ(t0)U
†
t,t0

} . (2.8)

Unfortunately, evaluating DS,ex
t,t0

∈ B(LHS) requires knowledge of Dt,t0 ∈ B(LH) in order
to obtain ρ(t) = Dt,t0[ρ(t0)]. This is usually not available due to the size and complexity
of the environment, which makes it — despite some exceptions — impossible to calculate
Ut,t0 ∈ LH, neither analytically nor numerically. However, for practical purposes, it is be
sufficient to find an approximate expression DS

t,t0 such that DS
t,t0 ≈ D

S,ex
t,t0

for all t. At best,
such a map DS

t,t0 would only depend on operators in LHS , respectively B(LHS). This
would be very favorable from a numerical perspective, since HS is usually sufficiently
small (compared to HE) to allow for a numerical treatment.

2.2.1 Markovian Dynamics

A first step towards an analytical expression for the dynamical map DS
t,t0 is to consider a

time-independent Hamiltonian H(t) = H — an assumption that we will lift later — and
to assume

DS
t1+t2,t0 = D

S
t1+t2−t0 = D

S
t1−t0D

S
t2−t1 = D

S
t2−t1D

S
t1−t0 ∀t1, t2 ≥ t0. (2.9)

This is a very strong mathematical assumption. It implies two things, namely that (i) the
dynamical map DS

t1+t2,t0 is only characterized by the length t1 + t2 − t0 of the time interval
and not by both the initial and final time, t0 and t1+ t2, and that (ii) the map DS

t1+t2−t0 is
divisible, i.e., the dynamics in an fictitious second time interval t2− t1 does not depend on
the dynamics in the first interval t1 − t0. In fact, both intervals can even be interchanged
as only their lengths matter. This corresponds to a Markovian or memoryless process,
where the future evolution of ρS(t1), given by DS

t2−t1 , never depends explicitly on the
past evolution, given by DS

t1−t0 , but only on the current state of the system ρS(t1) — the
way how ρS(t1) got there in the first place is irrelevant.

Equation (2.9) can also be motivated from physical properties and assumptions con-
cerning the dynamics that are in some practical cases well justified. These assumptions
comprise (i) weak coupling between open system and environment, i.e., small HI(t)
in Eq. (2.5), (ii) an initially separable state of open system and environment, i.e.,
ρ(t0) = ρS(t0)⊗ ρE(t0), (iii) that the environment is much larger than the open system
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and (iv) its dynamics happens on a much faster timescale. Especially the latter two
points imply that any change in the state ρS(t) has an almost negligible impact on the
environment. This can be justified as follows. On the one hand, any change of the
environmental state ρE(t), induced by a change of ρS(t), is anyway small in the first
place due to the interaction being weak and due to the fact the environment is much
larger than the open system. On the other hand, ρE(t) also equilibrates much faster due
to the faster timescale of its evolution. In consequence, ρE(t) ≈ ρE appears approximately
constant on the timescale of the open system. Hence, the environment immediately
“forgets” all the information it receives from the open system and the latter one always
“sees” the environment in the same state. This describes a memoryless environment for
the open system and physically motivates the divisibility assumption in Eq. (2.9). The
afore-mentioned assumptions are typically summarized under the term Born-Markov
approximations. It should be stressed out that although these approximations hold for
many open systems they are not universally valid. These exceptions, where the dynamics
becomes non-Markovian, will be briefly addressed in Subsec. 2.2.2.

The divisibility property of Eq. (2.9) has one important mathematical implication. It
causes the continuous, one-parameter family of maps {DS

t } to form a semigroup. In the
context of quantum dynamics it is sometimes also called a quantum dynamical semigroup.
Note that in accordance with Eq. (2.9), t simply denotes the length of the time interval
independent on its initial and final time. Such a semigroup can be expressed as [13]

DS
t = exp{Lt} , (2.10)

where L ∈ B(LHS) defines its generator. It satisfies the general mathematical form [14]

L [ρS(t)] = −i [HS, ρS(t)] +
N2

S−1

∑
i,j=1

aij (FiρS(t)F†
j −

1
2
{F†

jFi, ρS(t)}) , (2.11)

where {⋅, ⋅} denotes the anticommutator, NS = dim{HS} and Fi ∈ LHS , i = 1, . . . ,N2
S − 1.

The positive and Hermitian matrix aij can be diagonalized and yields

L [ρS(t)] = −i [HS, ρS(t)] +
N2

S−1

∑
k=1

γk (LkρS(t)L†
k −

1
2
{L†

kLk, ρS(t)})

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Ldiss[ρS(t)]

(2.12)

with coefficients γk ≥ 0 and Lindblad operators Lk ∈ LHS . The generator L is sometimes
referred to as Liouvillian. In combination with Eq. (2.10) it yields the Liouville-von
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Neumann equation

d
dt
ρS(t) = L [ρS(t)] , (2.13)

which is the most general equation of motion for Markovian open quantum systems. It
is sometimes also called Lindblad or Markovian master equation. It resembles the von
Neumann Eq. (2.6), which describes purely unitary dynamics, but is extended by the
dissipator Ldiss ∈ B(LHS), cf. Eq. (2.12). While the commutator −i[HS, ρS(t)] describes
the unitary or coherent part of the open system dynamics, determined by Hamiltonian HS,
the dissipator Ldiss describes the influence of the environment and renders the dynamics
non-unitary or incoherent.

At this point we can conclude that Eqs. (2.10) and (2.12) indeed represent the desired
description of the open system dynamics via the dynamical map DS

t such that it purely
relies on operators in LHS and B(LHS). However, the divisibility argument (2.9) with
its implicit semigroup property for DS

t , only tells us that a generator L, which satisfies
Eq. (2.12), exists and that we can write any dynamical map DS

t ∶ LHS → LHS as
DS
t = exp{Lt}. In fact, it does not provide any information about the actual form of the

Lindblad operators Lk and their corresponding coefficients γk. Expressions for Lk and
γk can be derived by treating the total system of open system and environment from a
microscopical perspective. The general idea is to start from the total Hamiltonian (2.5)
and obtain (without approximations) the integro-differential equation [10]

d
dt
ρS(t) = ∫

t

t0
trE {[HI, [HI, ρ(s)]]}ds. (2.14)

Employing the Born-Markov approximations together with further algebraic transforma-
tions allows to bring the equation of motion (2.14) to the Lindblad form (2.13). While
the general formulas for Lk and γk can even then be quite difficult, they sometimes
become sufficiently simple when the open system or environment is simple.
As an example, we consider a two-level system exposed to an environment consisting

of bosonic modes. Their individual Hamiltonians read [15]

HS =
ω0
2
σz, HE =∑

k

ωkb†
kbk, HI =∑

k

gk (σ+bk + σ−b†
k) (2.15)

with ω0 the energy difference between ground state ∣0⟩ and excited state ∣1⟩ of the two-
level system, σz = ∣1⟩ ⟨1∣ − ∣0⟩ ⟨0∣ and bk the bosonic annihilation operator that destroys
one photon of energy ωk in the environment. gk determines the coupling strength between
bosonic mode k and the two-level system and σ− = ∣0⟩ ⟨1∣ and σ+ = ∣1⟩ ⟨0∣. After following
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the steps according to the microscopic derivation, we arrive at the Lindblad form (2.13)
with exactly two Lindblad operators [15],

L1 = σ−, L2 = σ+, γ1 = γ0 [N (ω0) + 1] , γ2 = γ0N (ω0) , (2.16)

with the Planck distribution N(ω) = [exp{βω}−1]−1 and β−1 = kBTenv the inverse thermal
energy with Boltzmann constant kB and temperature Tenv. The Lindblad operators in
Eq. (2.16) describe two simple physical processes. L1 describes environmentally induced
cooling, i.e., spontaneous hopping from ∣1⟩ to ∣0⟩ that occurs with rate γ1, while L2

describes the reverse process, i.e., environmentally induced heating, occurring with rate
γ2. Note that γ1 > γ2 for all temperatures Tenv <∞. In the limiting case of Tenv → 0 K no
thermal heating, i.e., spontaneous hopping from ∣0⟩ to ∣1⟩ can be induced as is reflected
in a vanishing γ2.

This derivation can also be performed for an interaction of the form [16]

HI =∑
k

gk (σ+b†
kbk + σ−b†

kbk) (2.17)

in which case it yields the single Lindblad operator

L3 = σ+σ− (2.18)

with decay rate γ3. In contrast to the Lindblad operators in Eq. (2.18), L3 does not
change the population in states ∣0⟩ or ∣1⟩ but does cause the coherence between those
states to decay with a rate determined by γ3. In terms of a density matrix expressed in
the basis {∣0⟩ , ∣1⟩}, this implies that the process leaves the diagonal elements invariant
while the off-diagonal elements decay exponentially. Note that the action of L3 = σ+σ−
within the Lindblad master equation is equivalent to σz, which is why L3 = σz is sometimes
used to describe the same physical process.

An even more general form of these Lindblad operators can be obtained if we consider
an harmonic oscillator instead of a two-level system as open system. In this case the
Lindblad operators and decay rates become [16]

LT1,↓ = a, LT1,↑ = a†, LT2 = a†a,

γT1,↓ =
1
T1

[N (ω0) + 1] , γT1,↑ =
1
T1
N (ω0) , γT2 =

1
T2
,

(2.19)

where ω0 is the harmonic oscillator’s frequency and a is the standard annihilation
operator, i.e., a ∣i⟩ =

√
i ∣i − 1⟩ with ∣i⟩ the ith excited state. LT1,↓ and LT1,↑ are thereby
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the generalizations of L1 and L2 from Eq. (2.16) and LT2 the generalization of L3 from
Eq. (2.18). Note that in Eq. (2.19) we have already employed the notation indicating the
connection of these operators to the commonly used T1 and T2 times, which determine
the time scale on which these processes occur. The T1 and T2 times can be measured
experimentally and are an excellent indicator for how well a quantum system is shielded
from its environment. Since we will primarily consider two-level system as well as
harmonic and weakly anharmonic oscillators, the Lindblad operators of Eq. (2.19) will
be the main model to describe dissipation within this thesis.

At last, one important subtlety regarding the description of Markovian dynamics
via semigroups needs to be stressed out. In order for {DS

t } to form a one-parameter
semigroup, its generator L needs to be time-independent. In fact, this requires H to
be time-independent as well. Thus, DS

t = exp{Lt} is strictly speaking only valid for
a time-independent total Hamiltonian H, cf. Eq. (2.5). Unfortunately, the derivation
when starting from a given time-dependent Hamiltonian H(t) does mathematically not
yield a semigroup structure. Nevertheless, the general argument for Markovian dynamics
remains unchanged and the formal solution, that allows time-dependent Hamiltonians, is
to alter the divisibility condition (2.9) to read [15, 17]

DS
t3,t1 = D

S
t3,t2D

S
t2,t1 , ∀ 0 ≤ t1 ≤ t2 ≤ t3, (2.20)

which makes {DS
t,t0} a two-parameter family of dynamical maps. Equation (2.20) again

corresponds to a memoryless (Markovian) process and is well fulfilled as long as the
Born-Markov approximations are valid. Although the Markov approximation often does
not hold in combination with time-dependent Hamiltonians, in those cases where it does,
the derivation proceeds as outlined before and we arrive at the time-local Lindblad master
equation [18]

d
dt
ρS(t) = L(t) [ρS(t)] , (2.21)

with

L(t) [ρS(t)] = −i [HS(t), ρS(t)] +
N2

S−1

∑
k=1

γk(t) (Lk(t)ρS(t)L†
k(t) −

1
2
{L†

k(t)Lk(t), ρS(t)})

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Ldiss(t)[ρS(t)]

(2.22)
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and the dynamical map given by [17]

DS
t,t′ = T exp{∫

t′

t
L(τ)dτ} , (2.23)

which emphasize its similarity to the time-evolution operator Ut,t0 in Eq. (2.7). Note
that since we will primarily work with time-dependent Hamiltonians HS(t), we will use
the time-local Lindblad master equation (2.21) to describe an open system’s dynamics
instead of its semigroup version, cf. Eq. (2.13).

The Lindblad master equation has found widespread application in quantum informa-
tion [19–24] and many other fields [25]. Unfortunately, it is not always possible to derive
Lindblad operators formally, in which case it can be used phenomenologically to describe
the environment’s impact. In many of these phenomenological cases, the description
based on T1 and T2 describes the environment’s impact on the open system’s dynamics
sufficiently well. The equation’s relevance is especially remarkable, since many quantum
information platforms, e.g. superconducting qubits [21] or color center in diamond [22–24],
are known to exhibit memory effects that technically violate the Markovian assumptions.

2.2.2 Non-Markovian Dynamics

Non-Markovian dynamics, i.e., dynamics that memorizes and partially depends on its
past, has become a focus of research over the past decade [26–28]. On the one hand,
due to memory effects, which are absent in any Markovian evolution, non-Markovianity
intrinsically allows for a larger variety of dynamical maps beyond semigroups. Hence, it
increases the set of conceivable maps. On the other hand, it also causes the environment
to partially lose its detrimental character, since information flowing into the environment
are not immediately lost and might be recoverable. Moreover, with sufficient knowledge
about the interaction mechanism and the right control scheme, non-Markovianity even
holds the promise to exploit the environment for good. Interestingly, many physical qubit
platforms behave non-Markovian as the Markovian assumptions, e.g. weak coupling or
different timescales of open system and environment, do not hold in practice. This is for
instance the case for many condensed matter systems such as superconducting qubits,
exposed to 1/f noise [29, 30], quantum dots [31–33] or photonic systems [34]. However,
non-Markovianity occurs also in other fields of physics and even in systems as large as in
biophysics [35].
Unfortunately, non-Markovianity is difficult to study from a theoretical perspective

as the theory lacks a general analytical expression or generator for DS
t,t0 . While in the

Markovian case every conceivable map DS
t,t0 is generated by the Liouvillian (2.22), it can
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be shown that a time-local Lindblad master equation (2.21) with partially negative decay
rates γk(t) provides one possible description for a non-Markovian process [18]. Hence,
the appearance of negative decay rates, which is prohibited for Markovian dynamics, can
be regarded as a witness for non-Markovianity. In the same spirit, Ref. [36] suggests a
different approach for a non-Markovianity witness based on the distance between a given
dynamical map DS

t,t0 and its closest semigroup-generated form.

Interestingly, albeit the technical difficulties to model non-Markovian dynamics, a lot
of measures that quantify the non-Markovianity of a dynamics have been developed.
Such measures are based on the deviation from the divisibility criteria [37, 38], various
measures of information flow [39–42], entanglement [43], quantum discord [44], accessible
state space volume [45], entropy production rate [46], local quantum uncertainty [47] and
abstract information invariants [48] to name a few. On the one hand, this vast amount of
measures and the fact that yet no unified measure exists that captures all non-Markovian
evolutions [18] highlights the general need for a better understanding of non-Markovianity.
On the other hand, especially in combination with control techniques, non-Markovianity
has already been utilized [49–53]. Although we will partially consider environments
giving rise to non-Markovian dynamics in this thesis, the focus will not be on assessing
or quantifying the non-Markovianity but on how such structured environments can be
exploited for typical quantum information tasks.

In the following, we present a simple way to describe non-Markovian dynamics while
still making use of the Lindblad master equation. The key idea is to separate the
environment into two parts — one for the strongly coupled modes, represented by Hilbert
space H(1)

E , called the primary environment, and one for the rest, represented by Hilbert
space H(2)

E , called the secondary environment [52]. Thus, the total Hilbert space of open
system and environment becomes H =HS ⊗H(1)

E ⊗H(2)
E . Due to the strong coupling of

the primary environment to the open system, its impact will be significant and we can
not treat it in an approximate fashion without severely altering the open system’s true
dynamics. On the other hand, the secondary environment with Hilbert space H(2)

E couples
weakly to both the open system and the primary environment. The total Hamiltonian
H(t) for open system plus primary and secondary environment reads (omitting tensor
products with unity for brevity)

H(t) = HS(t) +H(1)
E (t) +H(1)

I (t)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

Heff
S (t)

+H(2)
E (t) +H(2)

I (t), (2.24)

where HS(t), H(1)
E (t) and H(2)

E (t) are the Hamiltonians for open system, primary and
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Figure 2.1: Sketch of the partitioning of the total environment in a primary (strongly coupled)
and secondary (weakly coupled) environment. When the Born-Markov approximations are
satisfied, the dynamics of the effective open system composed of actual open system with Hilbert
space HS and primary environment with Hilbert space H(1)E becomes Markovian and can again
be modeled by a Lindblad master equation.

secondary environment, respectively, H(1)
I (t) the interaction between open system an

primary environment and H(2)
I (t) the interaction of the secondary environment with both

of the other two. Since the secondary environment usually satisfies all requirements for
the Born-Markov approximations to hold, we can model the entire dynamics with an
effective open system composed of HS and H(1)

E and its Hamiltonian Heff
S (t) as defined

in Eq. (2.24). Its dynamics is Markovian and we can model it by the Lindblad master
equation (2.21). However, note that the actual open system of interest will always be
HS and any physical objective, for instance in a control problem, needs to be met there.
Figure 2.1 depicts the partitioning of the environment schematically.

In the remainder of the thesis, we will always consider a Lindblad description for the
dynamics of the effective open quantum systems (including potential ancilla systems that
render the dynamics of the actual open system non-Markovian). We drop the subscript
“S” for the quantities of the open system in the following.

2.3 Quantum Optimal Control Theory

As briefly mentioned at the end of Sec. 2.1, the key idea of quantum control [11] is to
take additional control fields {Ek(t)} into account, e.g. laser and microwave fields or any
time-dependent, controllable quantity, that interacts with the system as

H(t) = H0 +∑
k

HkEk(t), (2.25)
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where H0 is the time-independent drift Hamiltonian and Hk the drive Hamiltonian
describing the coupling of control field Ek(t) to the system. While quantum control
usually refers to the general concept of controlling/steering the dynamics of any quantum
system via external control fields, quantum optimal control theory (OCT) aims at finding
those fields {Eopt

k (t)} that carry out a predefined task in an optimal fashion [8]. While the
actual meaning of the term “optimal” depends on the context and the given control task,
OCT generally aims at designing specific dynamical maps Dt,t0 on-demand — either at a
given time, e.g. some final time t = T , or at all times t ∈ [t0, T ]. Such a control problem
can typically not be solved analytically due to the possibility of (almost) arbitrarily
complex fields {Ek(t)} that prevent an analytical expression for Dt,t0 , cf. Eq. (2.23).
Hence, most optimal control tasks are solved numerically. Nevertheless, in order to
introduce OCT and its methodological challenges, we start with the mathematical and
analytical framework first.

2.3.1 Controllability

Before asking the question how to optimally choose {Ek(t)} for a given control task,
we should first ask which tasks can be done at all, i.e., which set {Dt,t0} of dynamical
maps can be generated by the available control fields {Ek(t)} within their experimental
limitations. For simplicity, we start by addressing controllability in closed quantum
systems, i.e., we ask which set [11]

U = ⋃
t≥t0

U(t), U(t) = {Ut,t0 ∣∀Ek ∈Mk} (2.26)

of time-evolution operators can be realized in general. U(t) is thereby the set of all
time-evolution operators that can be physically realized at time t by at least one choice of
{Ek(τ)}, t0 ≤ τ ≤ t. Each field Ek(t) must thereby be an element from its corresponding
set of conceivable control fieldsMk, i.e., the function setMk captures the fact that each
Ek(t) can not assume arbitrary time-dependent function due to physical limitations, e.g.
in amplitude and/or frequency. Let N = dim{H} such that Ut,t0 ∈ SU(N)1 and we thus
have U ⊆ SU(N). The quantum system is said to be fully controllable iff U = SU(N) and
partially controllable otherwise. Full controllability implies that for all O ∈ SU(N) there
exists at least one time t′ ≥ t0 and one choice of control fields {E ′k(τ)}, t0 ≤ τ ≤ t′, such
that O = Ut′,t0 ∈ U .

Controllability of closed quantum systems can be fully determined on the level of the

1We consider SU(N) instead of U(N), since their elements only differ by a global phase which is
irrelevant in quantum mechanics.
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Hamiltonian H(t) that generates the dynamics. Mathematically, U is a Lie group and,
thus, can always be written as U = exp{g} with g the corresponding Lie algebra that
generates U . As the exponential map suggests, cf. Eq. (2.7), g is closely connected to
H(t). The details can be expressed via the following theorem [11].

Theorem 2.1. Let {Ek(t)} be a set of control fields that interact with a closed quantum
system via Hamiltonian (2.25) and let M̄k be the set of scalar values that Ek(t) can
physically assume at any time t, i.e., Ek(t) ∈ M̄k for all t. The set of reachable unitaries
U ⊆ SU(N) is given by U = exp{g}, where g ⊆ su(N) is the Lie algebra generated by
g = spanEk∈M̄k

{−iH [{Ek}]}.

While U ⊆ SU(N) is a subgroup of the Lie group SU(N), the dynamical Lie algebra
g ⊆ su(N) which generates U is always a subalgebra of the Lie algebra su(N) which
generates SU(N). We can utilize the dimension of g as an indicator for full or partial
controllability, since dim{g} = N2 − 1 implies g = su(N) and thus U = exp{g} = SU(N).
Conversely, dim{g} < N2 − 1 implies g ⊂ su(N) and thus U = exp{g} ⊂ SU(N).
The dynamical Lie algebra g can be obtained by a recursive procedure [11]. Let

{B1, . . . ,BS} be a basis for spanEk∈M̄k
{−iH [{Ek}]}2. The procedure requires the calcula-

tion of repeated nested commutators of basis elements, i.e., [Bi, [Bj , [Bk, . . . ]]], until no
new elements, which are linearly independent of {B1, . . . ,BS} and all previous commu-
tators, can be obtained anymore. We label all new and linearly independent elements,
that can be obtained by this procedure, by BS+1, . . . ,BK and ignore all linearly depend
ones. The dynamical Lie algebra is then given by g = span{B1, . . . ,BK} and we have
dim{g} =K. It is therefore an easy procedure to determine the degree of controllability.
However, note that even in case of full controllability, dim{g} = N2 − 1, this analysis does
not provide any information about how to choose the control fields {Ek(t)} in order to
realize a specific unitary O ∈ SU(N). Nevertheless, it tells us that a solution exists for
every unitary, or, in case of partial controllability, that there exists certain unitaries that
can not be realized at all — no matter on how we choose the control fields {Ek(t)}.
The task to analyze controllability becomes significantly more complex for open

quantum systems. In order to sketch the emerging difficulties, it is already sufficient to
consider purely Markovian dynamics, where the Hermitian Hamiltonian H(t) gets replaced
by the non-Hermitian Liouvillian L(t). In consequence, the set of reachable unitaries
U ⊆ SU(N) gets replaced by a set of non-unitary dynamical maps {Dt,t0} ⊆ B(LH) for
which the standard tools of controllability analysis do not apply anymore. An overview
and ansatz to tackle the problem can be found in Ref. [54].

2Note that the trace of H [{Ek}], which purely affects the global phase, needs to be removed first for
the following procedure to work. This ensures H ({Ek}) ∈ su(N) which would otherwise be u(N).
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2.3.2 Analytical Optimal Control

Optimal control problems range far beyond the realm of quantum physics. To this end, we
start introducing them from their mathematical roots. We consider the general equation
of motion

ẋ = f (x,u) , (2.27)

where x ∶ R → Rn represents the time-dependent state of a system and u ∶ R → Rm

a time-dependent control function. An optimal control problem can be expressed as
follows [11].

Definition 2.2. (Optimal Control Problem) Let X be a set of state functions andM be
a set of control functions. An optimal control problem is given by the task of finding the
minimum of a cost function J ∶ X ×M ×R→ R such that the solution still satisfies the
dynamical constraints, i.e., the equation of motion (2.27).

The most general expression for the cost function J , which is mathematically a functional,
reads

J [x,u, T ] = JT [x, T ] + ∫
T

0
g [x(t),u(t), t]dt, (2.28)

where JT defines the cost at final time T and the integral over g captures time-dependent
running costs. For instance, JT is often chosen to quantify the mismatch of the final
state x(T ) with some target state xtrgt, e.g. JT = ∥x(T ) −xtrgt∥2. While JT is typically
the relevant figure of merit within J , the running costs g often influence the way the
system reaches its goal. For instance, the choice g = ∥u(t)∥2 would penalize the field
intensity and solutions with high intensities would be strongly suppressed. How J needs
to be chosen in practice depends mainly on the actual control problem at hand. We
will discuss this in more detail in Chap. 3, when discussing its application in quantum
control.
An optimal control problem, cf. definition 2.2, is solved by finding the minimum of

functional (2.28). In order to tackle the problem analytically, the Pontryagin maximum
principle (PMP) [11] can be used.

Theorem 2.2. (Pontryagin Maximum Principle) Let x∗ ∈ X be the optimal state trajec-
tory and u∗ ∈M the optimal control function. Then, there exists a costate p∗ ∈ X such
that

H (t,x∗,p∗, µ,u∗) ≥H (t,x∗,p∗, µ,u) ∀u ∈M (2.29)
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with the PMP pseudo-Hamiltonian [55]

H(t,x,p, µ,u) = p⊺f(x,u) + µg, (2.30)

where µ is a constant which is chosen to ensure that both terms in Eq. (2.30) never vanish
simultaneously. Moreover, the costate satisfies

ṗ⊺ = −∇xH(t,x,p, µ,u)∣
x=x∗,p=p∗,u=u∗

with p⊺(T ) = −∇xJT [x, T ] ∣
x=x(T )

. (2.31)

Albeit its rather complicated formulation, the PMP simplifies the search for the opti-
mal control u∗ to a maximization of the pseudo-Hamiltonian H(t,x,p, µ,u). For low
dimensional problems, this maximization can be carried out analytically and the optimal
field can be determined in the process as well. It should be noted that solutions due
to the PMP are even time-optimal, i.e., it guarantees that no other solution exists that
reaches the same objective in shorter time. In the language of quantum physics, a
time-optimal solution for a given control problem is said to operate at the quantum
speed limit (QSL). The PMP has been successfully applied to two-level systems [55–57],
three-level systems [58] and coupled spins [59] to name a few examples, which have a low
dimensional Hilbert space in common. For more complex systems, which cover most high
dimensional physical systems, the minimization of J needs to be performed numerically.
However, it should be stressed that even some numerical approaches, especially the
gradient-based algorithms discussed in Subsec.2.3.4, can be traced back to the PMP.

2.3.3 Numerical Optimal Control

In the language of quantum physics, functional (2.28) becomes

J [{ρl} ,{Ek} , T ] = JT [{ρl} , T ] + ∫
T

0
ga [{Ek(t)} , t]dt + ∫

T

0
gb [{ρl(t)} , t]dt, (2.32)

where {ρl(t)} is a set of density matrices and {Ek(t)} a set of control fields. Note that
we have divided the running costs g into two contributions, where ga and gb capture
field and state related costs, respectively. The task remains to find the global minimum
of J such that all ρl(t) still satisfy the equation of motion, e.g. the Lindblad master
equation (2.21) in our case. Functional J , and especially JT , captures the physics of the
problem and it should be minimal iff the dynamics behaves exactly as desired. It is of
crucial importance to choose it appropriately in view of the optimal control problem at
hand. However, note that even with an appropriate choice, the minimum might not be
unique as several solutions, i.e., different sets of control fields, might exist that give rise
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k1

k2

Figure 2.2: Illustration of a quantum control landscape with two control parameters k1 and
k2. They define a three dimensional landscape where the third dimension corresponds to the
functional value J for that particular combination of k1 and k2.

to the same functional value. Despite its importance for the optimal control problem, we
postpone the discussion of general rules for choosing J , and especially JT , to Chap. 3
and focus in the remainder entirely on how to find the minimum of a given functional J .

The Pontryagin maximum principle, cf. theorem 2.2, can be used to derive the optimal
control fields analytically when the quantum system and control problem is sufficiently
simple. Unfortunately, the complexity of most physical systems only allows for a numerical
treatment of their dynamics. In consequence, also the minimization of J needs to be
carried out numerically and we can no longer search for completely arbitrary time-
dependent control fields. In contrast, we need to parametrize each control field Ek(t) by
Nk control parameters, e.g. Ek,1, . . . ,Ek,Nk ∈ R, which then determine the control field
Ek(t) entirely. We will discuss typical parametrizations in Subsec. 2.3.4. For the ease of
notation, we can write functional J as a function of those parameters

J → J [{ρl} ,{. . . ,Ek,1, . . . ,Ek,Nk , . . .}, T ] . (2.33)

Any minimization of J then simply corresponds to an optimization of all control pa-
rameters {. . . ,Ek,1, . . . ,Ek,Nk , . . .}, i.e., a search for the set of control parameters that
gives the smallest J . The problem, albeit in general difficult to solve, allows for a simple
geometric interpretation. Let K = ∑kNk be the number of total control parameters.
These parameters define a K + 1 dimensional quantum control landscape [60], i.e., a
high dimensional landscape of “mountains and valleys” where the optimization task
corresponds to the figurative task of finding the deepest valley. Figure 2.2 visualizes the
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problem for K = 2. An optimization algorithm thus tries to find the global minimum
of J . Note that such a minimum, albeit unique in Fig.2.2, does not have to be unique
in practice. The search gets even more complicated by the presence of local minima.
The general problem of optimal control theory is, however, that the landscape is in
almost all cases unknown. It furthermore depends heavily on the choice of J and the
parametrization of the control fields. Hence, the optimization tasks can be interpreted
with the geographic search for the deepest valley despite the lack of a map while being
blind besides. Nevertheless, effort has been put into exploring topological and structural
properties of quantum control landscapes just by means of analyzing the functional
dependence of J from the control fields {Ek(t)}. This has revealed insights regarding
the existence of traps [61], unitary transformations in closed [62] or open quantum
systems [63], the influence of constraints on the fields [64] and many more. While most
of these approaches are primarily theoretical, quantum control landscapes have also been
charted experimentally [65]. However, none of these theoretical methods can readily yield
the optimal set of control fields. Thus, in order to identify these fields, various numerical
optimization techniques have been developed.

2.3.4 Gradient-Free and Gradient-Based Optimization

Numerical optimization algorithms for minimizing Eq. (2.33) can be roughly divided into
two categories, namely gradient-free and gradient-based methods [11]. While gradient-free
methods just rely on a systematic evaluation of the functional J in order to search for
its minimum, gradient-based methods incorporate gradient information with respect
to J in order to move in the direction of decreasing J within the control landscape.
Gradient-free methods are especially efficient when the number of control parameters K
is sufficiently small, i.e., K ≲ 20 [66]. For significantly larger sets of control parameters,
gradient-free methods become quickly stuck and gradient-based methods and their
gradient information are required in order to ensure “moving” into the right direction [66].
It is important to stress out that besides the mere optimization method, the general
success of an optimization depends strongly on the right choice of J as well as the right
parametrization of the control fields.
Nelder-Mead or downhill simplex [67] is one of the most prominent representative of

gradient-free algorithms. As such, it is restricted to only a few control parameters. Thus,
typical parametrizations often employ an expansion of each control field Ek(t) in terms
of a set of functions fn,

Ek(t) = S̄k(t)∑
n

c(k)n fn(t). (2.34)
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In order to keep the number of control parameters small, the optimization is then
artificially restricted by allowing it to only explore the function space determined by just
a couple expansion coefficients {c(k)n } — the set of control parameters. S̄k(t) ∈ [0, 1] is a
shape function that is used to ensure a smooth switching on and off in the beginning
and end of the control field. As a specific version of Eq. (2.34), a possible choice in view
of physical control fields and the experimental hardware that generates them, is the
expansion in terms of a superposition of various oscillating components, i.e.,

Ek(t) = S̄k(t)∑
n

a(k)n sin (ω(k)
n t + φ(k)

n ) . (2.35)

The control parameters in such an optimization are a small number of amplitudes a(k)n ,
frequencies ω(k)

n and phases φ(k)
n . The advantage of Eqs. (2.34) and (2.35) — or any

parametrization in the same spirit — is that the control fields always remain simple and
smooth. However, the limited set of functions that can be expressed by the choice of
control parameters severely constrains the optimization. Every solution that can not be
expressed by that choice can not be accessed by the optimization and therefore not be
found. Hence, particular care needs to be taken when choosing the control parameters.
The chopped random basis (CRAB) algorithm [68–70] has been developed explicitly to
overcome this problem. It obviates the original rigid choice of control parameters by
adding a randomization scheme and hence allows to explore a virtually larger parameter
space. A similar effect can be achieved by increasing the number of control parameters
subsequently [71].
When there is no clear or obvious choice of parametrization for the control fields

{Ek(t)}, the least restrictive parametrization is to discretize each field Ek(t) by Nt time
steps within which the field is assumed to be approximately constant — a procedure that
is anyway necessary for solving the dynamics numerically [72, 73]. In this parametrization,
the control parameters are simply the field values/amplitudes in each time step, i.e.,
Ek,m ≈ Ek(t) for t ∈ [tm−1, tm−1 + dt) where tm−1 and dt define the start and width of the
mth time step. Note that in order to minimize the error, we usually assume the field
amplitude to be exact in the middle of each time step, i.e., Ek,m = Ek(tm−1 + dt/2). This
allows the definition of a time-independent Liouvillian Lm within each time step, i.e.,
Lm ≈ L(t) for t ∈ [tm−1, tm) and hence the dynamical map within each time step is given
by Dm ≡ Dtm,tm−1 = exp{Lmdt}, cf. Eq. (2.10), such that the total dynamical map (2.23)
can be written as

DT,t0 ≈
Nt

∏
m=1
Dm = DNt . . .D1. (2.36)
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Ek,1,L1
Ek,2,L2 Ek,Nt ,LNt

ρ (t0) ρ (t1) ρ (t2) ρ (tNt−1) ρ (tNt )

D1 D2 DNt

t0 t1 t2 tNt−1 tNt

Figure 2.3: Sketch of the piecewise-constant representation of the control field Ek(t) (red solid
line). The field is assumed to be approximately constant within each time step [tm−1, tm) and
given by the value Ek,m. The orange area indicates the error within each time step due to the
piecewise-constant approximation. Note that the state ρ(tm) is only defined on the Nt + 1 time
grip points t0, . . . , tNt , which define the Nt time steps.

Figure 2.3 sketches this piecewise-constant representation of Ek(t) as well as the time-
evolution according to Eq. (2.36). Note that the error caused by this piecewise-constant
approximation can be kept sufficiently small by choosing sufficiently small time steps
dt, i.e., sufficiently large Nt. The significant advantage of this parametrization is its
possibility to represent almost arbitrary time-dependent control fields. It just requires the
piecewise-constant discretization to hold in the sense that also rapidly oscillating parts
are smoothly resolved. The flexibility of this parametrization comes at the expense of
Nt ≫ 1, typically O(Nt) ≳ 103, and thus requires gradient-based methods for minimizing
J .

The gradient ascent pulse engineering (GRAPE) algorithm [74] is one of the most
common representative of gradient-based optimization techniques. It calculates the
gradient of J with respect to all K = ∑kNt control parameters that define the control
fields {Ek(t)}, i.e.,

∇{Ek,m}J [. . . ,Ek,1, . . . ,Ek,Nt , . . . ] =
⎛
⎝
. . . ,

∂J
∂Ek,1

, . . . ,
∂J
∂Ek,Nt

, . . .
⎞
⎠
. (2.37)

The individual derivatives ∂J /∂Ek,m can have an explicit contribution from ∂ga/∂Ek,m
if ga ≠ 0, cf. Eq. (2.32), but otherwise only depend (potentially via the chain rule)
on ∂ρl(t)/∂Ek,m. In the piecewise-constant parametrization, cf. Eq. (2.36), the latter
derivative reads

∂ρl(tm′)
∂Ek,m

= Dm′ . . .Dm+1
∂Dm
∂Ek,m

Dm−1 . . .D1ρl(t0),
∂Dm
∂Ek,m

= Dm
∂Lm
∂Ek,m

. (2.38)
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Since the states are only represented at the time grid points t0, . . . , tNt , cf. Fig. 2.3, it
follows that ∂ρl(tm′)/∂Ek,m = 0 ifm′ <m. For a minimization of J , each control parameter
is updated via Ek,m → Ek,m − λ(∂J /∂Ek,m), where λ > 0 quantifies the update magnitude.
It is determined by a line search along the total update direction ∇{Ek,m}J . Unfortunately,
as the optimization approaches the minimum of J its gradient starts to vanish, which,
in consequence, causes the convergence to slow down severely. In order to improve the
performance close to the minimum, GRAPE can be extended to incorporate information
form the Hessian ∆{Ek,m}J , i.e., the second order derivatives [75, 76]. However, since
the computational cost for evaluating the exact Hessian is substantial, the BFGS quasi-
Newton method should be employed in practice [77–80]. It replaces the exact calculation
of the Hessian by an approximated version built from successive gradients. This procedure
can even be realized memory efficiently — a method known as LBFGS-B [81, 82].
Two approaches, which aim at merging the numerical advantages of gradient-based

methods with the advantages and simplicity provided by analytically parametrized control
fields, have been brought forth recently. The gradient optimization using parametrization
(GROUP) algorithm [83] employs a control field parametrization as in Eq. (2.34) while
it calculates the gradient of J with respect to the coefficients {c(k)n }. In comparison to
GRAPE, the latter results in a more complicated but still solvable expression for the
gradient. A similar approach is given by the gradient optimization of analytical controls
(GOAT) method [84], which relies on a mathematical trick that allows forward-mode
differentiation to calculate the gradient. While both algorithms show significant speedups
when compared to gradient-free methods such as Nelder-Mead or CRAB and even allow
for larger sets of control parameters, they both rely on a fixed parameterization when
expanding the control fields. This still limits the set of accessible control fields and might
prevent the optimization from finding any solution.
In this thesis, we will use Krotov’s method as the primarily optimization algorithm.

Like GRAPE, it relies on a piecewise-constant parametrization of the control fields, as
illustrated in Fig. 2.3, but comes — in contrast to GRAPE and all other optimization
methods – with the guarantee of monotonic convergence.

2.3.5 Krotov’s Method

Krotov’s method [85–88] was originally developed in the context of classical control
theory and later translated to quantum mechanics [89, 90], where its first application has
been the control of molecular dynamics [91–93]. The central idea of Krotov’s method is
the replacement of the actual optimization functional J [{ρl} ,{Ek} , T ] by an auxiliary
functional L [{ρl} ,{Ek} , T,Φ], augmented by an additional scalar function Φ [{ρl(t)} , t],
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such that J = L for all Φ. The motivation for is that, while minimizing L is still
equivalent to minimizing J , the freedom to choose Φ can then be utilized to construct
monotonic convergence [94], which is a favorable feature for an optimization algorithm.
In an iterative scheme, monotonic convergence implies

L [{ρ(i+1)
l } ,{E(i+1)

k } , T,Φ] ≤ L [{ρ(i)l } ,{E(i)k } , T,Φ] , (2.39)

where i denotes the iteration.

In order to understand, why monotonic convergence poses a difficult challenge for any
optimization algorithm, it should be noted that functional J , respectively L, change due
to two effects. On the one hand, the functional changes individually when the control
fields {E(i)k (t)} → {E(i+1)(t)

k } or states {ρ(i)l (t)} → {ρ(i+1)
l (t)} change, as the functional

depends directly on both. On the other hand, however, the control fields and states
are also intertwined, since the states depend on the control fields and the changes of
the control fields depend on the states. Krotov’s method allows to disentangle this
interdependence by virtue of the freedom to choose Φ. To this end, Φ [{ρl(t)} , t] is first
chosen such that in iteration i, i.e., for states {ρ(i)l (t)}, it is the worst possible choice
with respect to L such that every conceivable change in the states {ρ(i)l (t)}→ {ρ(i+1)

l (t)}
— irrespective of what causes it — will necessarily improve L. To this end, L can be
written as [94]

L [{ρl} ,{Ek} , T,Φ] = G [{ρl(T )} , T,Φ] −Φ [{ρl(t0)} , t0]

− ∫
T

t0
R [{ρl(t)} ,{Ek(t)} , t,Φ]dt, (2.40)

where

G [{ρl(T )} , T,Φ] = JT [{ρl(T )} , T ] +Φ [{ρl(T )} , T ] , (2.41)

R [{ρl(t)} ,{Ek(t)} , t,Φ] = −ga [{Ek(t)} , t] − gb [{ρl(t)} , t] +
∂Φ [{ρl(t)} , t]

∂t

+∑
l

⟪∇ρlΦ [{ρl(t)} , t] ∣iL ({Ek(t)}) [ρl(t)]

− iL† ({Ek(t)}) [ρl(t)]⟫. (2.42)

In order to make Φ the worst possible choice for the states {ρ(i)l (t)}, we need to find Φ
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such that

{ρ(i)l (t)} = argmax
{ρl(t)}

{G [{ρl(T )} , T,Φ] } = argmin
{ρl(t)}

{R [{ρl(t)} ,{Ek(t)} , t,Φ] }. (2.43)

This will maximize L and might therefore appear counter-intuitive at first glance, since
the general goal is still to minimize L. However, it ensures that any change of the control
fields {E(i)k (t)} → {E(i+1)

k (t)} does not cause its accompanying and implicit change of
the states {ρ(i)l (t)} → {ρ(i+1)

l (t)} to increase L. Hence, in a second step, the task of
minimizing L now simplifies to finding conditions that minimize L when changing the
control fields {E(i)k (t)}→ {E(i+1)

k (t)}. Together with the maximum condition required by
the first step, this second step translates into conditions regarding the first and second
order derivatives of G and R, which can be satisfied by constructing Φ to second order in
the states [94]. The disentanglement of the interdependence of control fields and states
constitutes the general philosophy and ansatz of Krotov’s method and ultimately leads
to monotonic convergence, cf. Eq. (2.39). Nevertheless, instead of delving further into
the mathematical detail of Krotov’s method, which can be found in Ref. [94], we now
proceed with its final steps that lead to an update equation for the fields {Ek(t)}.

In order to obtain the actual update equation for control field Ek(t), we need to evaluate
the derivative of the running costs g = ga + gb with respect to the fields. For field Ek(t) it
reads [94]

∂g

∂Ek
∣
{E
(i+1)
k′ (t)}

= 2Re

⎧⎪⎪⎨⎪⎪⎩
∑
l

⟪χ(i)
l (t)

RRRRRRRRRRR

∂L ({Ek′(t)})
∂Ek

∣
{E
(i+1)
k′ (t)}

ρ
(i+1)
l (t)⟫

+σ(t)
2 ∑

l

⟪ρ(i+1)
l (t) − ρ(i)l (t)

RRRRRRRRRRR

∂L ({Ek′(t)})
∂Ek

∣
{E
(i+1)
k′ (t)}

ρ
(i+1)
l (t)⟫

⎫⎪⎪⎬⎪⎪⎭
,

(2.44)

where σ(t) is a scalar function, see Ref. [94] for details, and the states {ρ(i+1)
l (t)} are

solutions to

d
dt
ρ
(i+1)
l (t) = L ({E(i+1)

k′ (t)}) [ρ(i+1)
l (t)] , (2.45a)

ρ
(i+1)
l (0) = ρl(0) (2.45b)

whereas the co-states {χ(i)
l (t)} are solutions to

d
dt
χ
(i)
l (t) = −L† ({E(i)k′ (t)}) [χ(i)

l (t)] +∇{ρl}gb∣
{ρ
(i)
l

(t)}
, (2.46a)
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χ
(i)
l (T ) = −∇ρlJT ∣{ρ(i)

l′ (T )}
. (2.46b)

As a final step for obtaining the update equation for the fields {Ek(t)}, we need to choose
an explicit form for the field and state dependent cost functions ga and gb, respectively.
A common choice is

ga [{Ek(t)} , t] =∑
k

λk
Sk(t)

(Ek(t) − Eref
k (t))2

, gb [{ρl(t)} , t] = 0, (2.47)

where λk ∈ R+ is a numerical parameter, Sk(t) ∈ (0,1] a shape function and Eref
k (t) a

reference field. Note that Sk(t) can, in principle, differ from the physical shape S̄k(t), cf.
Eqs. (2.34) or (2.35), although they are often identical in practice. Plugging Eq. (2.47)
into Eq. (2.44) yields the final update equation,

E(i+1)
k (t) = Eref

k (t) + S(t)
λk

Re

⎧⎪⎪⎨⎪⎪⎩
∑
l

⟪χ(i)
l (t)

RRRRRRRRRRR

∂L ({Ek′(t)})
∂Ek

∣
{E
(i+1)
k′ (t)}

ρ
(i+1)
l (t)⟫

+σ(t)
2 ∑

l

⟪ρ(i+1)
l (t) − ρ(i)l (t)

RRRRRRRRRRR
∂L ({Ek′(t)})

∂Ek
∣
{E
(i+1)
k′ (t)}

ρ
(i+1)
l (t)⟫

⎫⎪⎪⎬⎪⎪⎭
, (2.48)

where λk acts as inverse update magnitude and the shape function Sk(t) suppresses
updates where Sk(t) = 0. The reference field Eref

k (t) is usually taken to be the control
field E(i)k (t) from the previous iteration i and serves as reference for the current iteration
i + 1. Due to this choice, ga and its contribution to the total functional J vanishes as
the control fields converge to their final forms and JT becomes the dominant term in
J . Equation (2.48) can be divided into a first order term (first line) and a second order
term (second and third line). While the first order term is sufficient to ensure monotonic
convergence in most cases, the second order term becomes mathematically necessary for
some cases, for instance if JT depends higher than quadratically on the states [94].

Equation (2.48) constitutes the central update equation for any control field within
this thesis. Hence, its main characteristics should be mentioned — namely that it is
mathematically only valid for time-continuous, non-discretized control fields {Ek(t)}.
Unfortunately, discretization is inevitable in order to evaluate Eq. (2.48) due to another
interdependence of the control fields and states. In detail, the field update E(i+1)

k (t)
depends on the states {ρ(i+1)

l (t)}, which are, in fact, not known yet, as they can only
be computed when {E(i+1)

k (t)} is already known. This interdependence can be resolved
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Figure 2.4: Sketch of Krotov’s update scheme due to Eq. (2.48).

approximately by the piecewise-constant discretization Ek(t)→ {Ek,1, . . . ,Ek,Nt} sketched
in Fig. 2.3. While the states are defined at the time grid points t0, . . . , tNt , the field
values {Ek,m} are defined for the intervals [tm−1, tm), m = 1, . . . ,Nt, between those
grid points. We assume them to be exact at the center of the interval, i.e., Ek,m =
Ek(tm−1 + dt/2), cf. Fig. 2.3. When ensuring a sufficiently smooth discretization, the
states {ρ(i+1)

l (tm−1 + dt/2)}, which are required for calculating Ek,m = Ek(tm−1 + dt/2),
can be approximated by the known states {ρ(i+1)

l (tm−1)}.
An iteration in Krotov’s method, i.e., an evaluation of Eq. (2.48) for all control fields
Ek(t), proceeds as follows.

1. (backward propagation) Calculate {χ(i)
l (T )} via Eq. (2.46b) and solve equation of

motion (2.46a) while storing {χ(i)
l (tm)} for all m and l.

2. (forward propagation) Use {χ(i)
l (t0)} and {ρ(i+1)

l (t0)} to calculate {E(i+1)
k,1 } for all

k; use {E(i+1)
k,1 } to propagate {ρ(i+1)

l (t0)}→ {ρ(i+1)
l (t1)} one time step further; use

{χ(i)
l (t1)} and {ρ(i+1)

l (t1)} to calculate {E(i+1)
k,2 } for all k; continue to {E(i+1)

k,Nt
}.

Figure 2.4 sketches Krotov’s update scheme. The second step reveals the sequential
nature of Krotov’s method, where the control fields are updated sequentially in time.
The sequential update is an important difference compared to GRAPE, where the control
fields are updated concurrently for all time steps at once. A detailed discussion of the
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numerical details of Krotov’s method as well as pseudo-code for its implementation
can be found in Ref. [66]. A comparison of GRAPE and Krotov’s method in terms of
performance can be found in Refs. [95, 96].
In order to mitigate the deviation from fully time-continuous control fields, Krotov’s

method can also be combined with a high accuracy propagation scheme that incorporates
information about the actual intermediate time-dependency of the control fields within
each time step [97]. The study has, unfortunately, yielded rather inconclusive results
regarding its effectiveness [98]. In contrast to that, Krotov’s method has been combined
very successfully with, e.g., spectral [99, 100] and state-dependent constrains [101, 102].
Such constraints can help to keep the optimized fields in an experimentally feasible regime
or to generally guide the optimization through the control problem’s field or state space.





3
Quantum Optimal Control for Mixed

State Squeezing

In the previous chapter, especially in Sec. 2.3, we have introduced the general idea
and concept of optimal control. There, we have mainly focused on the parametrization
of control fields and on various analytical and mathematical methods to minimize a
given optimization functional J . In contrast to that, we will now concentrate on what
actually defines an appropriate functional. In detail, this implies that we will focus on
the physical aspects of a control problem. This is due to the fact that an appropriate
functional — besides being mathematically reliable — needs to capture the physics of a
control problem and must therefore always be chosen in view of the control problem’s
physical context. To this end, we will illustrate the subject with the help of an example
from cavity optomechanics, where the control task is to prepare a mechanical oscillator
in a squeezed state by means of driving an optical cavity to which it is coupled to.
Interestingly, the target state in this example is a mixed state, which is unusual for most
optimizations and therefore constitutes an interesting control problem. The mixedness of
the target state can here be utilized to pinpoint to problems that common optimization
functionals face.

Section 3.1 starts by defining the mathematical conditions that any functional needs
to fulfill. It thus builds the foundation for the definition of every functional within this
thesis. In Sec. 3.2, we will then focus on a specific class of optimization targets — namely

33
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those that can be expressed in terms of a set of target states. These require a reliable
functional to assess the distance between final and target states. We will analyze common
optimization functionals that employ state overlaps as indicators for the closeness between
final and target states. Their failure in case of mixed target states will be illustrated by
a toy optimization problem as well as by a geometric picture derived from the Bloch
sphere. In the subsequent Sec. 3.3, we will use the insights from the previous section
and examine if and how proper distance metrics can be used as distance measures and
thus as functionals. This will emphasize a second property that any functional needs
to fulfill besides being reliable: It needs to be derivable with respect to the states in
order to be compatible with gradient-based optimization techniques. We then use this
knowledge to construct a new and quite general functional that is reliable even for mixed
target states and also derivable with respect to the states. In the final Sec. 3.4, we then
apply this new functional to speed up the generation of mixed state squeezing in cavity
optomechanics. This example will not only be interesting from a physical perspective but
will also serve as an illustration of the subtleties in the application of optimal control —
especially when optimizing towards a mixed target state.
Reference [103] builds the foundation for this chapter.

3.1 Optimization Functionals

An appropriate choice of functional J , cf. Eq. (2.32), is vital for the success of any
optimization and its importance should not be underestimated. In the literature, a great
deal of effort is put into creating new optimization algorithms as well as improving existing
ones, cf. Sec. 2.3, in order to improve their performance and accelerate their convergence,
i.e., to find solutions faster and more efficiently. In contrast, the same benefits can often
be achieved by simply exchanging the functional with a more appropriate one. In the
worst case, an ill-chosen functional immediately causes the control landscape to become
treacherous as the minima might no longer correspond to the desired optimal solutions
— a problem that can not be detected or corrected by the choice of the optimization
algorithm. We will sketch what appropriate means in the following.

First, note that the problem of choosing J appropriately usually only affects its final-
time part JT , as the running costs ga or gb are typically used to guide the optimization
while the important figure of merit is given by JT . This pertains within this thesis
and especially for Krotov’s method, where the running costs vanish as the optimization
converges. Hence, we will restrict the further discussion to JT , which is a function of
a set of time-evolved states {ρl(T )} at final time T , for which we define the following
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mathematical conditions.
Let LH be the Liouville space over Hilbert space H and SH ⊂ LH the corresponding

state space of density matrices. Any final-time functional JT that allows the optimization
target to be expressed in terms of a set of target states {ρtrgt

l } — not to be confused
with the time-evolved states {ρl(T )} — needs to satisfy

∀ρ1, ρ2, . . . ∈ SH ∶ JT [{ρl}] ∈ R, (3.1a)
JT [{ρtrgt

l }] = inf
ρ1,ρ2,...∈SH

JT [{ρl}] ⇔ ρtrgt
l = ρl ∀l. (3.1b)

While the first condition just ensures an order relation, the second one guarantees that the
infimum of JT (typically JT = 0) is attained iff all time-evolved states {ρl(T )} perfectly
coincide with their respective target states {ρtrgt

l }. It might appear rather peculiar that
we emphasize the fact that the optimization target needs to be expressible in terms of
target states {ρtrgt

l } in order for Eq. (3.1) to apply. However, it is important to note that
some optimization targets can not be expressed in terms of a set of target states {ρtrgt

l }.
We will present some examples for this at the end of this section. In the following, we
start with the majority of optimization targets that are in fact expressible in terms of
target states. Note that we discarded JT ’s explicit dependence on the final time T in
Eq. (3.1).

A very general optimization target is an optimization towards a certain dynamical map,
i.e., we want DT,t0

!= Dtrgt ∈ B(LH). Let {ρ1, . . . , ρN2} be a basis for LH with N = dim{H}.
Since B(LH) defines the set of bounded operators on the set of bounded Hilbert space
operators LH, elements from B(LH) are sometimes referred to as superoperators. Formally,
any D ∈ B(LH) can be identified uniquely by its dynamical or process matrix X ∈ CN2×N2

whose elements are given by Xl,l′ = ⟪ρl∣D [ρl′]⟫, l, l′ = 1, . . . ,N2 [2]. Therefore, we can
ensure that an optimization targets Dtrgt by ensuring that Xl,l′(T ) = ⟪ρl∣DT,t0 [ρl′]⟫

!=
⟪ρl∣Dtrgt [ρl′]⟫ for all l, l′ = 1, . . . ,N2. The latter can be ensured by taking the final time
functional JT to read

JT [{ρl} , T ] =
N2

∑
l=1
wld (ρtrgt

l , ρl(T )) , ρtrgt
l = Dtrgt [ρl] , ρl(T ) = DT,t0 [ρl] , (3.2)

where d(ρtrgt
l , ρl(T )) ≥ 0 quantifies the distance between ρtrgt

l and ρl(T ) and wl > 0 is a
weight.

Equation (3.2) constitutes a very general expression for all optimization targets that
rely on a set of target states. For instance, in case of a simple state-to-state optimization,
the functional simplifies to JT [ρ, T ] = d (ρtrgt, ρ(T )) and the index l can be omitted. Such
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an optimization puts less constraints on the general dynamical map DT,t0 as it vanishes
when the initial state ρ(t0) = ρin gets correctly mapped onto ρtrgt != ρ(T ) = DT,t0[ρ(t0)],
independent of what happens to other states ρ(t0) ≠ ρin. The same concept holds if the
target operation is defined on a subspace H′ ⊆H of Hilbert space, H =H′ ⊕H′� , where
M = dim{H′} ≤ dim{H} = N , respectively a subspace LH′ ⊆ LH of Liouville space. In that
case, we require a dynamical map Dtrgt ∈ B(LH) that ensures Dtrgt [LH′ ⊕ 0] ⊆ LH′ ⊕ 0
with 0 ∈ LH′� the zero operation. Note that states ρ ∉ SH′ ⊕ 0, i.e., states that start
initially outside of this subspace, do not have any specific target state, i.e., Dtrgt is only
defined partially. Let {ρ′1, . . . , ρ′M2} be a basis for LH′ and let {ρtrgt

1 , . . . , ρtrgt
M2 } specify

the desired target operation within LH′ completely. It is then sufficient to minimize
Eq. (3.2) for the M2 states {ρ′1 ⊕ 0, . . . , ρ′M2 ⊕ 0} and {ρtrgt

1 ⊕ 0, . . . , ρtrgt
M2 ⊕ 0}, since it

ensures the correct behavior within LH′ and leaves the behavior in the remaining Liouville
space unspecified. Such an optimization target is a very common scenario in quantum
information, where the actual Hilbert space H is often larger but an operation needs to be
realized on an M dimensional subspace H′ ⊆H, e.g. M = 2 or M = 4 for one- or two-qubit
operations. For instance, an optimization towards a specific unitary process within LH′

would target a dynamical map Dtrgt that ensures Dtrgt [LH′ ⊕ 0] = UtrgtLH′Utrgt† ⊕ 0,
where Utrgt ∈ SU(M) ⊂ LH′ is the desired unitary operation on subspace H′. Interestingly,
depending on the operation that should be realized, the optimization does not always
have to be performed with M2 states. In the important and common example of an
optimization towards a unitary operation on LH′ ⊆ LH it is sufficient to evaluate the
dynamics of only three appropriately chosen states ρ′1, ρ′2, ρ′3 ∈ SH′ [104]. In detail, it
is possible to ascertain Dtrgt [LH′ ⊕ 0] = UtrgtLH′Utrgt† ⊕ 0 just by means of ensuring
DT,t0[ρl

′ ⊕ 0] ≡ ρl(T ) != ρtrgt
l ⊕ 0 ≡ Utrgtρ′lUtrgt† ⊕ 0 for l = 1,2,3, i.e., JT = 0 in Eq. (3.2).

This holds for arbitrary dimensions M .

As is evident from Eq. (3.2), all these optimization tasks that are characterized by a
set of target states {ρtrgt

l } boil down to a set of state-to-state optimizations. In detail,
each initial state ρl = ρl(t0) needs to be transferred into ρl(T ) != ρtrgt

l at final time T by
the same set of control fields {Ek(t)}. Thus, a reliable distance measure d (ρtrgt

l , ρl(T ))
between any two states is vital. At least, such a measure needs to fulfill Eq. (3.1) in the
sense that for two states ρ1, ρ2 ∈ SH it is real and its infimum unique, i.e.,

d (ρ1, ρ2) = inf
ρ′1,ρ

′
2∈SH

d (ρ′1, ρ′2) ⇔ ρ1 = ρ2. (3.3)

These two conditions are naturally satisfied by any metric on LH, where the infimum
coincides with the minimum d = 0. In addition, such a metric would be symmetric and
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satisfy the triangle inequality. While the latter two properties are undoubtedly useful,
they are strictly speaking not necessary for OCT. As consequence, various distance
measures have been used in OCT whereas some do not even qualify as reliable indicator
for the closeness of two states. Section 3.2 will demonstrate that distance measures which
use state overlaps as indicators for closeness are not reliable in combination with mixed
target states and non-unitary dynamics. Reliable distance measures for such a control
task will be explored in Sec. 3.3 — also in view of their capability to build analytical
derivatives with respect to the states. The latter is not a mathematical necessity like
Eq. (3.3) but a practical requirement in order for the measure to be compatible with
gradient-based optimization techniques.

As a final remark, it should be noted that the discussion regarding distance measures
between states only affects optimization targets that can be expressed in terms of a set
of target states {ρtrgt

l }. If no specific target states exist, we also do not require a reliable
distance measure d between the states of {ρtrgt

l } and {ρl(T )}. For instance, if the goal is
to maximize the expectation value of an Hermitian operator A ∈ LH, the corresponding
final-time functional reads [89]

JT [{ρl} , T ] = 1 − 1
η
∑
l

⟪A∣ρl(T )⟫ , (3.4)

where η normalizes the sum to one at maximum. Such functionals find e.g. application
in optimizing molecular alignment [105]. An even more sophisticated example that goes
beyond Eq. (3.4), is the optimization of the entangling content of a two-qubit gate [106–
108]. In that case, no specific target unitary Utrgt and, thus, no specific target states
{ρtrgt

l } exists and JT is just a rather complicated expression of the time-evolved states
{ρl(T )}.

3.2 Failure of Overlap-Based Functionals for Mixed States

In this section, we start to discuss how to reliable choose the distance measure d in
Eq. (3.2). To this end, we first consider a specific type of distance measure — namely
those that employ state overlaps as indicators for closeness. A standard choice to evaluate
how close two states are within an optimization is given by the real and square modulus
functionals [90]. In Hilbert and Liouville space, they respectively read

dHre (∣ψ1⟩ , ∣ψ2⟩) = 1 −Re{τH} , dre (ρ1, ρ2) = 1 − τ,
dHsm (∣ψ1⟩ , ∣ψ2⟩) = 1 − ∣τH∣2, dsm (ρ1, ρ2) = 1 − τ2,

(3.5)
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where τH = ⟨Ψ1∣Ψ2⟩ ∈ C is the Hilbert space overlap of states ∣ψ⟩1 , ∣ψ⟩2 ∈ H and τ =
⟪ρ1∣ρ2⟫ ∈ R the Liouville space overlap of states ρ1, ρ2 ∈ LH. In Hilbert space, these
distance measures attain their minimum, zero, iff ∣ψ1⟩ = ∣ψ2⟩ for dHre or ∣ψ1⟩ = eiφ ∣ψ2⟩ for
dHsm, respectively. While the real part functional is sensitive to the global phase φ ∈ R, the
square modulus functional is not. Although this feature vanishes in Liouville space, in
Hilbert space it serves as a perfect illustration for what we might call the “restrictiveness”
of a functional — a property that goes beyond the mathematical reliability of a functional.
To elaborate, let us assume the optimization target is a single state-to-state transfer.
While dHre = 0 requires perfect equivalence of ∣ψ1⟩ and ∣ψ2⟩, dHsm = 0 still allows for an
arbitrary global phase difference φ between the two states. Since the global phase is
typically irrelevant, we can argue that dHre unnecessarily excludes solutions from the
optimization. Solutions with dHsm = 0, which are usually perfectly fine from a physical
perspective, might be nonzero in dHre and the optimization is not able to find them.
Therefore, choosing dHsm might be the better choice as a distance measure. Despite the
example’s simplicity, it illustrates that specific part in choosing an appropriate functional
that can not be expressed in terms of mathematical requirements. In order to make an
appropriate choice, it always requires knowledge of the actual optimization target and
the underlying system’s physical aspects. In most cases, functional JT should be chosen
— within the scope of Eq. (3.1) — such that it is the least restrictive with respect to
conceivable solutions of the control problem.

Since we will primarily work with density matrices in this thesis, it should be noted
that the “restrictiveness” of dHre only affects its Hilbert space version. In Liouville space,
the global phase φ vanishes as any state eiφ ∣ψ1⟩ becomes the same pure density matrix
ρ1 = ∣ψ1⟩ ⟨ψ1∣, i.e., both dre and dsm are insensitive to global phases. Unfortunately, other
problems arise in Liouville space. While for any two states ∣ψ1⟩ , ∣ψ2⟩ ∈ H, respectively
their pure density matrices ρ1 = ∣ψ1⟩ ⟨ψ1∣ and ρ2 = ∣ψ2⟩ ⟨ψ2∣, the Liouville space versions
dre and dsm of dHre and dHsm fulfill Eq. (3.3) and are thus reliable, problems arise as soon
as we consider mixed states. In detail, for density matrices ρ1 and ρ2, the state overlap
τ = ⟪ρ1∣ρ2⟫ becomes real and minimizing dre and dsm is equivalent to maximizing τ .
Unfortunately, τ is no longer a reliable measure or indicator for closeness of ρ1 and ρ2 if
both states are mixed.

We can illustrate the problem with the simplest example of a quantum system, a qubit.
Representing the qubit state in the canonical basis, {∣0⟩ , ∣1⟩}, consider

ρ1(α) =
⎛
⎝
α 0
0 1 − α

⎞
⎠
, ρ2(β) =

⎛
⎝
β 0
0 1 − β

⎞
⎠
, (3.6)
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Figure 3.1: Optimization results for a qubit, where the dynamics is governed by Eq. (3.7). The
initial state is ρ(0) = ∣1⟩ ⟨1∣, the target state ρtrgt = diag{0.6,0.4} and the initial field u(t) = 0.01
with total propagation time T = 1. (a) Final-time functionals dre and dsm, cf. Eq. (3.5), as a
function of the number of iterations. (b) Population α(T ) in ∣0⟩ at final time. The horizontal line
indicates the respective population of the target state ρtrgt. (c) Trace distance dtr, cf. Eq. (6.2),
between propagated state ρ(T ) and target state ρtrgt.

where 0 ≤ α,β ≤ 1. Both states are obviously equivalent iff α = β and correspond to an
overlap of τ eq ≡ ⟪ρ1(β)∣ρ2(β)⟫ = β2 + (1−β)2 in Liouville space. However, for pure states
such as ρ1(1) or ρ1(0), we find τ = ⟪ρ1(1)∣ρ2(β)⟫ = β or τ = ⟪ρ1(0)∣ρ2(β)⟫ = 1 − β. This
results in τ > τ eq for β ∈ (1

2 ,1) or β ∈ (0, 1
2), respectively. Hence, pure states maximize

τ , respectively minimize dre or dsm, and therefore incorrectly indicate closeness of ρ1

and ρ2 even if they are actually less close. Moreover, for the completely mixed state
ρ2(1

2) = diag{1
2 ,

1
2}, we find τ = ⟨ρ1(α), ρ2(1

2)⟩ =
1
2 for all α. In this case, τ is not even

able to indicate differences at all.

The ill-definedness of the overlap-based functionals (3.5) in case of mixed target states
is easily demonstrated by a simple toy control problem, where ρ2 = ρtrgt plays the role of
a target state and ρ1 = ρ(t) that of a time-evolved state that needs to be matched with
ρtrgt at final time T . We consider a qubit whose dynamics is determined by a purely
dissipative master equation,

d
dt
ρ(t) = −iLdiss(u(t))[ρ(t)] = u(t) [σ−ρ(t)σ+ −

1
2
{σ+σ−, ρ(t)}] , (3.7)
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where σ−(σ+) are the standard lowering (raising) operators and u(t) ≥ 0 is a time-
dependent, controllable decay rate, cf. Eq. (2.21). We choose the initial state of the
qubit to be ρ(0) = ∣1⟩ ⟨1∣. Thus, we can reach any diagonal state ρ(T ) = α(T ) ∣0⟩ ⟨0∣ +
(1 − α(T )) ∣1⟩ ⟨1∣ with α(T ) > 0, since α(T ) can be controlled by appropriately choosing
u(t) for t ∈ [0, T ]. Figure 3.1 presents optimization results, employing Krotov’s method,
for a mixed state target, ρtrgt = 0.6 ∣0⟩ ⟨0∣ + 0.4 ∣1⟩ ⟨1∣, employing the functionals (3.5).
Figure 3.1(a) shows the monotonic decrease of both functionals over the number of
iterations, while Fig. 3.1(b) plots the corresponding final time ground state population
α(T ). The optimization starts with a fairly low ground state population, α(T ) ∼ 0, due
to the non-optimal, i.e., too small, guess field u(t). The decay rate is increased during
the optimization such that α(T ) ∼ 1 after convergence is reached. This result maximizes
the overlap since τopt ≡ ⟨ρopt(T ), ρtrgt⟩ > ⟨ρtrgt, ρtrgt⟩ ≡ τ eq with ρopt(T ) = ∣0⟩ ⟨0∣, and
thus realizes smaller values of the functionals dre and dsm. However, this is not what
the optimization is supposed to achieve. Figure 3.1(c) shows the trace distance dtr (a
reliable measure for the closeness of states, as we will discuss in Sec. 3.3) between ρ(T )
and ρtrgt as a function of the number of iterations. A minimum is observed at the correct
value α(T ) = αtrgt = 0.6. The increase of dtr as the iterative algorithm proceeds, which is
due to further minimization of dre and dsm, illustrates that the optimization misses the
desired target.

The failure of measures (3.5) in Liouville space can be fully generalized and illustrated
geometrically, even for arbitrary N level systems, when employing the Bloch vector
representations of states ρ1 and ρ2. This representation can be obtained by choosing a
basis of traceless, Hermitian N ×N matrices, {Ai}, with ⟨Ai,Aj⟩ = δi,j , that allows to
expand the density matrix ρ as [109]

ρ = 1
N
1N +

N2−1
∑
i=1

riAi =
1
N
1N + r ⋅A, ri = ⟪ρ∣Ai⟫ , (3.8)

where r = (r1, r2, . . . )⊺ is the generalized Bloch vector, containing the expansion coeffi-
cients for matrices A = (A1,A2, . . . )⊺. In this picture, the purity (2.3) obtains a simple
geometric interpretation as it becomes P(ρ) = ⟪ρ∣ρ⟫ = 1/N + ∣r∣2 and is thus proportional
to the length of the state’s Bloch vector. A pure state P(ρ) = 1 is therefore given by
∣r∣ = rmax =

√
(N − 1)/N , whereas a mixed states has ∣r∣ < rmax and the completely mixed

state corresponds to r = 0.
In the Bloch picture, the state overlap τ in Liouville space becomes

τ = ⟪ρ1∣ρ2⟫ = 1
N

+ r1 ⋅ r2 =
1
N

+ ∣r1∣ ∣r2∣ cos(θ), (3.9)
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1
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rprj
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Figure 3.2: The overlap τ = ⟪ρ1∣ρ2⟫ visualized geometrically in terms of their Bloch vectors r1
and r2. The overlap, cf. Eq. (3.9), is equivalent to the projection of r1 onto r2, which means
that the maximal overlap is always achieved by rmax

1 .

with θ the geometric angle between the two vectors r1 and r2. Let r2 again constitute the
target state of an optimization and let r1 represent a state that needs to be matched with
with r2. Thus, any minimization with dre or dsm, cf. Eq. (3.5), necessarily maximizes τ .
The latter can only be achieved with θ = 0 and by maximizing ∣r1∣. Geometrically, this
means that the optimization maximizes the projection of r1 onto r2, which physically
corresponds to an optimization towards a pure state r1 that has the same angular
orientation on the Bloch sphere as r2, irrespective of whether r2 is actually pure or not.
In fact, if the target state r2 is mixed, the optimization targets inevitably the wrong state.
Figure 3.2 visualizes the problem geometrically. This readily explains the optimization
results of Fig. 3.1.

We can therefore conclude that the overlap-based functionals dre and dsm, cf. Eq. (3.5),
are not reliable when optimizing towards mixed target states in combination with non-
unitary dynamics. This conclusion holds for every other functional that employs τ as an
indicator for closeness. Even though most target states in an optimization are pure [8, 9]
and the problems outlined above do therefore not apply, exceptions exist, as we will
see in Sec. 3.4. In any such case, dre or dsm need to be replaced by a reliable distance
measure. We will analyze possible alternatives in the following.
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3.3 Construction of a New Geometric Functional

In the last section, we have illustrated that the overlap-based functionals dre and dsm,
cf. Eq. (3.5), are not reliable for an optimization targeting a mixed state. In contrast
to that, a reliable distance measure between any two density matrices, independent on
whether they are mixed or not, is naturally given by a proper metric on LH. Conceivable
metrics are the trace distance [2],

dtr (ρ1, ρ2) =
1
2
∥ρ1 − ρ2∥tr , ∥ρ∥tr = tr{

√
ρ†ρ} , (3.10)

the Bures distance [110],

dbures (ρ1, ρ2) =
√

1 − F (ρ1, ρ2), F (ρ1, ρ2) = tr{
√√

ρ1ρ2
√
ρ1} (3.11)

with F (ρ1, ρ2) the Uhlmann fidelity [111], the Hellinger distance [112],

dhellinger (ρ1, ρ2) =
√

1 −A (ρ1, ρ2), A (ρ1, ρ2) = tr{√ρ1
√
ρ2} (3.12)

with A(ρ1, ρ2) the quantum affinity, the Jensen-Shannon divergence [113],

dJS (ρ1, ρ2) =
√
E (ρ1 + ρ2

2
) − 1

2
E (ρ1) −

1
2
E (ρ2), E(ρ) = tr{ρ ln (ρ)} (3.13)

with E(ρ) the von Neumann entropy [114], and the Hilbert-Schmidt distance [115],

dHS (ρ1, ρ2) =
1
2

tr{(ρ1 − ρ2)2} = 1
2
⟪ρ1 − ρ2∣ρ1 − ρ2⟫ , (3.14)

to name a few. Note that some of these metrics have been adapted from their definitions
in the literature to satisfy d ∈ [0,1].

Each of these metrics is a reliable distance measure between any two states. It fulfills
Eq. (3.3) and is therefore a reliable choice for d in Eq. (3.2). However, in order to be
useful in practice, d needs to fulfill another property — namely to be derivable with
respect to the states. This is an important property that was trivially satisfied by dre or
dsm but becomes non-trivial for the metrics in Eqs. (6.2)-(3.14). For instance, in Krotov’s
method, a gradient with respect to the states appears in Eq. (2.46b). The availability
of an analytical derivative can thus be seen as a prerequisite for any metric in order to
be compatible with gradient-based OCT. The only metric from Eqs. (6.2)-(3.14), that
allows for an analytical gradient is the Hilbert-Schmidt distance (3.14). It has therefore
already been utilized for OCT, see e.g. Ref. [116].
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Motivated by the simple geometric picture of state mismatches, cf. Fig. 3.2, we will now
construct a new functional based on this geometric picture, which is suitable for mixed
target states and compatible with gradient-based OCT. To this end, we first analyze the
Hilbert-Schmidt distance (3.14). In the Bloch picture, it takes the simple geometric form
dHS(r1,r2) = 1

2 ∣r1 − r2∣2, i.e., it essentially coincides with the squared Euclidean distance
of the two Bloch vectors r1,r2. It is thus trivial to see that dHS = 0 iff r1 = r2. Based on
this geometric picture, the idea in the following is to create separate distance measures
for the length and angle mismatch of r1 and r2, respectively. In the Bloch picture, these
individual measures take the form

dangle (r1,r2) =
θ2

π2 , (3.15a)

dlength (r1,r2) =
N

N − 1
( ∣r1∣ − ∣r2∣ )

2
(3.15b)

with θ the angle between the vectors r1 and r2, cf. Eq. (3.9). In the state space SH ⊂ LH

of density matrices they read

dangle (ρ1, ρ2) =
1
π2 arccos2 ( ξ12√

ξ11ξ22
) , (3.16a)

dlength (ρ1, ρ2) =
N

N − 1
(
√
ξ11 −

√
ξ22)

2
, (3.16b)

with ξij ≡ ⟪ρi∣ρj⟫ − 1/N and N = dim{H}. Their derivatives with respect to the states
read

∇ρ1dangle (ρ1, ρ2) = −
2
π2 arccos( ξ12√

ξ11ξ22
)

ρ2 − ξ12
ξ11
ρ1

√
ξ11ξ22 − ξ2

12
, (3.17a)

∇ρ1dlength (ρ1, ρ2) =
2N
N − 1

√
ξ11 −

√
ξ22√

ξ11
ρ1. (3.17b)

Note that the normalization is chosen such that dangle, dlength ∈ [0,1]. Combining both
measures allows to build the new distance measure,

dsplit (ρ1, ρ2) = α1dangle (ρ1, ρ2) + α2dlength (ρ1, ρ2) , (3.18)

where α1, α2 ≥ 0, α1 + α2 = 1, are numerical parameters that allow to weight the
contributions individually while ensuring dsplit ∈ [0, 1]. Like the Hilbert-Schmidt distance
dHS, the minimum, dsplit = 0, can be reached iff ρ1 = ρ2 and dsplit thus fulfills Eq. (3.3).
However, compared to dHS, it provides some conceptual advantages. It naturally allows to
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resolve the mismatch into an angle or length mismatch and thus provides information on
the actual origin of the mismatch. This can be especially informative as it corresponds to
the coherent (i.e., angle) or dissipative (i.e., length) mismatch of the states, respectively,
and tells the user whether the optimization has difficulties to match the angle or the purity
of the time-evolved state with its corresponding target. Moreover, it allows to weight the
contributions individually within an optimization and thus to set the importance of their
individual minimization. The latter can also be automatized within an optimization by
dynamically adjusting the two weights α1 and α2 after each iteration, e.g. via

α
(i+1)
1 =

d
(i)
angle

d
(i)
angle + d

(i)
length

, α
(i+1)
2 =

d
(i)
length

d
(i)
angle + d

(i)
length

. (3.19)

This effectively causes the dominating term from iteration i to become preferentially
minimized within the next iteration i + 1. For an optimization algorithm, this implies
that a different functional is optimized in each iteration. However, for Krotov’s method,
this still yields better convergence as though the same functional with fixed weights is
used in each iteration [103]. In fact, it is straightforward to generalize this numerical
trick of regularly updating weights to any functional consisting of multiple terms, holding
the promise for a similar speedup in convergence.

So far we have used this geometric picture to construct a distance measure for two states
ρ1, ρ2 ∈ SH, where one of the states is typically the target state in an optimization while
the other is the respective time-evolved initial state. However, the underlying geometric
picture can be applied beyond the scope of a state-to-state optimization. To this end, we
can write the generalized Bloch vector r = (r1, . . . , rN2−1)⊺ ∈ RN

2−1, corresponding to a
state ρ, in terms of the generalized spherical coordinates (K = N2 − 1),

r1 = r cos(φ1),
r2 = r sin(φ1) cos(φ2),
r3 = r sin(φ1) sin(φ2) cos(φ3),
⋮

rK−1 = r sin(φ1) sin(φ2) ⋅ ⋅ ⋅ ⋅ ⋅ cos(φK−1),
rK = r sin(φ1) sin(φ2) ⋅ ⋅ ⋅ ⋅ ⋅ sin(φK−1), (3.20)

where the set {r, φ1, . . . , φK−1} uniquely determines the state ρ. Conversely, given the
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coefficients r1, . . . , rK , the spherical representation can be obtained via

r =
√
r2

1 + ⋅ ⋅ ⋅ + r2
K ,

φ1 = arccos
⎛
⎜
⎝

r1√
r2

1 + ⋅ ⋅ ⋅ + r2
K

⎞
⎟
⎠
,

φ2 = arccos
⎛
⎜
⎝

r2√
r2

2 + ⋅ ⋅ ⋅ + r2
K

⎞
⎟
⎠
,

⋮

φK−2 = arccos
⎛
⎜
⎝

rK−2√
r2
K−2 + r2

K−1 + r2
K

⎞
⎟
⎠
,

φK−1 = 2arccot
⎛
⎜
⎝

rK−1 +
√
r2
K−1 + r2

K

xK

⎞
⎟
⎠
. (3.21)

Since ri = ⟪ρ∣Ai⟫ with i = 1, . . . ,N2 − 1 and Ai a Hermitian matrix, cf. Eq. (3.8), it is
straightforward to evaluate the gradient of ri with respect to ρ analytically, which yields
∇ρri = Ai. Hence, the entire derivation of r with respect to ρ can be done accordingly.
Therefore, the spherical representation can be easily used in order to formulate an
optimization functional targeting a complicated subspace of the Bloch sphere. Such a
functional reads

Jbloch [ρ] = α0 λ0 (r − rtrgt)2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
d0(ρ)

+α1 λ1 (φ1 − φtrgt
1 )2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
d1(ρ)

+ ⋅ ⋅ ⋅ + αK−1 λK−1 (φK−1 − φtrgt
K−1)

2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
dK−1(ρ)

,

(3.22)

where each λk ensures that the respective measure dk is normalized to [0,1] and the
additional weights αk ≥ 0 with ∑k αk = 1 ensure Jbloch [ρ] ∈ [0,1]. An optimization
towards a subspaces of the Bloch sphere would simply require to define the geometric
parameters of that subspace by defining its target radius and/or angles and set the weights
for all irrelevant coefficients to zero. With such a functional we can, for instance, optimize
towards an arbitrary state on the equator of the Bloch sphere. More sophisticated targets
are of course conceivable. In case of all weights being non-zero, i.e., αk > 0 for all k, the
optimization targets a single state and is conceptually equivalent to dsplit in its action.
Hence, Eq. (3.22) can be viewed as a generalization of dsplit. Technically, it can be
even further generalized to any optimization problem where the optimization target is a
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subspace of a general hyperball (not necessarily the Bloch sphere). The only requirement
for this to work is that the function, that maps the state ρ to a vector (r1, r2, . . . )⊺ in
this hyperball, and that vector to a real number (the functional value), must remain
derivable with respect to the states, i.e., each ri must remain derivable with respect to ρ.

3.4 Generation of Mixed State Squeezing in Cavity
Optomechanics

In this last section, we will use optimal control to accelerate the preparation of a
mixed, squeezed state. It is an excellent example to highlight the importance of reliable
optimization functionals and, besides, also constitutes an interesting physical control
problem in itself. We start with motivating and introducing the physical context.

We will consider a system consisting of a mechanical mode, e.g. a mechanical resonator,
which is coupled to an optical mode, e.g. an optical cavity, via radiation pressure. This
fairly general setting is at the heart of cavity optomechanics [117, 118], which is a
prominent field to explore e.g. quantum-enhanced sensing — one of the key endeavors of
quantum metrology. Although quantum-enhanced sensing can be realized in multiple
ways [119, 120], squeezed states play an important role as they allow to substantially
increase the sensitivity of the sensing protocols [121, 122] and detectors, e.g. for the
detection of gravitational waves [123, 124]. While squeezed states can in general be
generated on a variety of physical platforms [125], cavity optomechanics in combination
with driven-dissipative evolutions constitute a very promising combination in that respect.
In a nutshell, the fundamental idea of driven-dissipative evolutions is to apply constant
driving fields to the system such that the system’s driven steady state coincides with
the desired target state [126]. Such a strategy is advantageous as it is inherently robust
against dissipation and is therefore favorable in view of experimental feasibility. It can
be used for preparing all kinds of non-classical states [19, 127–133]. Nevertheless, since
quantum reservoir engineering utilizes dissipation in order to drive the system’s state into
the desired target state, it also depends intrinsically on the time scale of the dissipation.
This time scale can be long and hence causes the state preparation to be slow. In our
example from cavity optomechanics, the interplay of two constant drives and the system’s
dissipation allows to engineer a strongly squeezed steady state by virtue of choosing the
amplitudes and frequencies of two continuous-wave (cw) fields appropriately [134, 135].
Due to the non-zero temperature of the environment, this steady state will be mixed.
Since we want to accelerate the preparation of this state by means of optimal control, it
requires an optimization with a mixed target state. It therefore constitutes an excellent
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example to apply and examine the performance of dsplit that has been introduced in
Sec. 3.3.

3.4.1 Model and Control Problem

In the following, we consider an optomechanical system consisting of an optical cavity
and a mechanical resonator that couple via radiation pressure. The cavity interacts with
two driving fields. The Hamiltonian describing such a system reads [134]

H(t) = ωcava†a +Ωb†b − g0a†a (b + b†) + [(α+e−iω+t + α−e−iω−t) a† +H.c.] , (3.23)

where ωcav and Ω are the frequencies of the optical cavity and mechanical oscillator,
respectively, and g0 is their coupling strength. Moreover, α± and ω± are the amplitudes
and frequencies of the two driving fields that exclusively interact with the cavity. a
and b are the photon and phonon annihilation operators for the optical and mechanical
mode, respectively. The Hamiltonian can be simplified by first applying the displacement
transformation a→ a+ ā+e−iω+t + ā−e−iω−t and secondly assuming the two drives to satisfy
ω± = ωcav ±Ω. The latter implies that the two control fields drive a red (ω−) and blue
(ω+) detuned sideband of the cavity with the detuning given by the resonator’s frequency
Ω. In the interaction picture and linearized regime, the resulting Hamiltonian takes the
simple form [134]

H(t) = − [a† (G+b† +G−b) +H.c.] − [a† (G+be−2iΩt +G−b†e2iΩt) +H.c.] , (3.24)

where G± are the effective optomechanical coupling rates corresponding to the red (ω−)
and blue (ω+) detuned sideband drives. Note that, in the following, we will ignore the
counter-rotating terms in Eq. (3.24), as we will never explore parameter regimes where
they become relevant. In order to take the environment into account, three Lindblad
operators are required [134],

L1 =
√
κa, (3.25a)

L2 =
√

ΓM (nth + 1)b, (3.25b)
L3 =

√
ΓMnthb†, (3.25c)

with κ and ΓM the photon and phonon decay rates of the optical and mechanical mode
and nth the thermal occupation of the latter, cf. Eq. (2.16). Note that the decay rates,
termed γk in Eq. (2.12), have been absorbed into the Lindblad operators here. The total
physical setup of optical and mechanical mode, the two control fields and the environment
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Figure 3.3: Sketch of the optomechanical system, which is given by an optical cavity (with
frequency ωcav) that couple with strength g0 to a mechanical resonator (with frequency Ω), while
both are interacting with their respective environments (with decay rates κ and ΓM, respectively).
The cavity is furthermore driven by two laser fields (with amplitudes α± and frequencies ω±).

is sketched in Fig. 3.3.
The key idea of the driven-dissipative protocol is that if the time-independent (effective)

amplitudes G± of the two driving fields are chosen appropriately, it allows to generate a
strongly squeezed state of the mechanical mode in the steady state limit. To this end,
it should be noted that the system’s steady state ρth will be approached from every
initial state, i.e., ρ(t0)→ ρth for t→∞ for all ρ(t0). However, note that ρth will depend
on G±. In detail, by appropriately choosing G− and the relative strength G+/G− < 1, a
squeezed thermal steady states of the mechanical resonator is generated. The reduced
state ρth

res = trcav {ρth} of the mechanical resonator can be calculated by tracing out the
optical cavity. Its squeezing strength is quantified by the expectation value ⟨X2

1⟩ of the
mechanical quadrature X1 = (b + b†)/

√
2. Interestingly, it has been observed in Ref. [134]

that larger squeezing of ρth
res is usually accompanied by a decrease in purity and vice versa.

The purity of the joint system’s steady state ρth depends, besides G±, on κ, ΓM and nth.
In cavity optomechanics, the joint effect of these parameters is typically captured by a
single quantity — the cooperativity C = 4G2

−/(κΓM). It serves as an important figure
of merit for any optomechanical system and quantifies the exchange of photons and
phonons, i.e., the coupling between optical cavity and mechanical resonator [117, 136].

We are interested in minimizing the time T it takes to reach, with sufficient accuracy,
the mixed steady state ρth — our target state in the following optimizations. On the
one hand, we know that T is determined by the dissipation rates and the distance of the
initial state ρ(t0) from ρth. On the other hand, however, in the time-independent protocol
proposed in Ref. [134], T is also determined to a large extent by the cooperativity C and
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the optomechanical coupling rates G±. Thus, we can take the intensities of the blue and
red sideband drives to be controllable, which is experimentally easy to realize and results
in time-dependent, effective coupling rates G±(t). While, for the sake of simplicity, we
will directly optimize G±(t) instead of the actual time-dependent field intensities that
give rise to them, the latter can always be calculated given G±(t).

A simple, yet sufficient final-time functional for this control problem, i.e., the prepara-
tion of the steady state ρth, is given by

JT [ρ, T ] = d (ρth, ρ(T )) , (3.26)

where d needs to be a reliable distance measure between the time-evolved state ρ(T )
and the target state ρth, i.e., d needs to satisfy Eq. (3.3). Since the target state ρth is
mixed and we we will use Krotov’s method to minimize d, this leaves us with two reliable
choices for d — namely the Hilbert-Schmidt distance dHS, cf. Eq. (3.14), and the newly
constructed measure dsplit, cf. Eq. (3.18). In the following we will use these two reliable
distance measures and compare them in terms of the physical solutions they yield and
their general numerical performance. However, we will also use the unreliable measures
dre and dsm from Eq. (3.5) in order to demonstrate their failure. Since we are moreover
interested in accelerating the approach towards ρth, we will also check how the control
solutions change when we decrease T . For the optimization we will use Krotov’s method
as described in Subsec. 2.3.5.

3.4.2 Speeding Up the Approach towards the Steady State

We take the initial state ρ(t0) = ρcav(t0)⊗ρres(t0) of the bipartite system to be a product
state of the thermal equilibrium states of cavity and resonator, respectively. For the
cavity, this amounts to the ground state ρcav(t0) = ∣0⟩ ⟨0∣, whereas the initial state of the
resonator is characterized by the resonator’s thermal occupancy nth = [exp{βΩ} − 1]−1

via ρres(t0) = exp{−βΩb†b}/Z, where Z is the partition function. We assume nth = 2 in
the following. The remaining parameters are given by κ/2π = 450 kHz and ΓM/2π = 3 Hz
and taken from the experiment reported in Ref. [135]. Furthermore, we choose G+ and
G− such that C = 100 and G+/G− = 0.7, since this yields a steady state that shows a
good trade-off between the steady state’s squeezing strength and mixedness. With this
choice, it takes roughly T ≈ 15 ms to get sufficiently close to the actual steady state
ρth and, in terms of squeezing strength, this leads to ⟨X2

1⟩/⟨X2
1⟩ZPF ≈ 0.27. The index

ZPF denotes the zero-point fluctuations, which coincide with the squeezing strength of
the ground state. Values of ⟨X2

1⟩/⟨X2
1⟩ZPF below 0.5 correspond to squeezing strengths
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Figure 3.4: Comparison of the time evolution obtained with constant (blue solid lines) and
optimized drives, using the target functionals indicated in the legend, cf. Eqs. (3.5), (3.14)
and (3.18). (a) Joint state purity, (b) and (c) optimized field shapes, (d) squeezing ⟨X2

1⟩ in units of
the zero-point fluctuations ⟨X2

1⟩ZPF. “dsplit (adapt)” represents an optimization using an adaptive
choice for the weights of angle and length, cf. Eq. (3.19).

beyond the relevant 3 dB limit and therefore to a regime where interesting effects can be
observed [137–139].
Figure 3.4 compares the dynamics of the time-independent protocol with constant

drives (blue solid lines) to those induced by optimized drives for a total time of T = 1 ms.
For the sake of comparison, several target functionals, i.e., distance measures d, have
been employed in the optimization. While dHS and dsplit are reliable distance measures
even in case of mixed state targets, dre and dsm are not reliable. However, we still use
and show them here in order to highlight their failure and emphasize the importance
of reliability for the distance measure d. The joint state purity and resonator squeezing
are analyzed in Fig. 3.4(a) and (d), respectively. Moreover, while Fig. 3.4(b) shows the
difference

√
G2
−(t) −G2

+(t), which determines an effective cooling rate into the squeezed
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state, Fig. 3.4(c) shows the ratio G+(t)/G−(t), which effectively determines the squeezing
strength of the final steady state, cf. Ref. [134]. Fields optimized using dHS or dsplit

result in an acceleration of the thermalization process, cf. the blue solid vs. purple
double-dashed, brown dotted and green dashed-double dotted lines in Fig. 3.4(a). These
lines all converge to the correct joint state purity — in contrast to those optimized
with dre and dsm. Similarly, the resonator squeezing reaches the desired value for the
corresponding curves in Fig. 3.4(d) and does so significantly faster for all optimized fields.

Figure 3.4(b) and (c) unravel the control strategy behind this acceleration. It consists,
independently on the actual target functional, in an increase of the effective cooling rate√
G2
−(t) −G2

+(t) in order to speed up the transition into the squeezed target state. One
might naively argue that ramping up G− and G+ is always beneficial as it accelerates
the coherent part of the dynamics due to an increase of the Hamiltonian’s norm, cf.
Eq. (3.24). However, ramping up the coupling also changes the steady state of the
driven-dissipative dynamics and thus the target in our optimization. Hence, the increase
of

√
G2
−(t) −G2

+(t), which is primarily achieved by an increase of G−(t), needs to be
balanced by a modulation of G+(t)/G−(t) to ensure steering the system towards the
correct target state. Interestingly, the optimizations with both dHS (purple double-dashed
lines) and dsplit (green dashed-double dotted and brown dotted lines) find almost identical
control fields. This is not at all guaranteed due to the typical non-uniqueness of control
solutions and different control landscapes that each measure gives rise to.

From an experimental perspective, it should be noted that the optimized control fields
of Fig. 3.4(b) and (c) only require a slow modulation of the drive amplitudes while
their frequencies are kept constant. This makes them experimentally easily feasible
with existing technology such as arbitrary waveform generators that allow amplitude
modulations on timescales down to sub-nanoseconds [140] and even significantly more
complex field shapes [141].

Figure 3.5(a) provides a closer look at the asymptotic squeezing dynamics of Fig. 3.4(d),
showing that only fields optimized with dHS and dsplit reach the correct squeezing at
final time T , cf. the purple double-dashed and brown dotted lines. In contrast, the fields
optimized with dre and dsm (red dashed and dark blue dot-dashed lines in Fig. 3.4) fail
to steer the system towards a state with the correct squeezing and purity. Instead, they
act so as to increase the purity at final time T as much as possible, albeit failing to
reach completely pure states which are not attainable at finite temperature (nth > 0).
Figures 3.4 and 3.5(a) thus illustrate that the target functionals dre and dsm should
not be used for mixed target states and emphasize the requirement to employ reliable
functionals.
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Figure 3.5: (a) The relevant part of the squeezing dynamics as shown in Fig. 3.4(d). (b) A
similar dynamics as in (a) but for a different optimization with final time T = 5 ms.
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Figure 3.6: Dynamics of the trace distance dtr, cf. Eq. (6.2), under the guess and optimized
fields of Fig. 3.4. Beyond T = 1 ms (indicated by the vertical line) all optimized fields are extended
by the constant fields of the original, time-independent protocol.

Interestingly, the dynamics shown in Fig. 3.5(a) all result in a comparable amount
of squeezing with the final values ⟨X2

1⟩ / ⟨X2
1⟩ZPF obtained with dre and dsm even below

the intended steady state squeezing of roughly 0.27, cf. the red dashed and dark blue
dot-dashed lines in Fig. 3.5(a). This indicates a larger squeezing to be possible than the
one set by the steady state with its corresponding trade-off between squeezing and purity.
These apparently “good” optimization results with respect to the final-state squeezing
obtained with dre and dsm in Fig. 3.5(a) can most likely be explained by the fact that
squeezing of any state is mainly determined by the direction of its Bloch vector on the
generalized Bloch sphere rather than its lengths. Therefore, the optimization seems
to benefit from the fact that dre and dsm still try to match the final state directions.
However, this is not always the case, as illustrated in Fig. 3.5(b) showing the squeezing
dynamics for a similar optimization as in Fig. 3.4 but with a final time of T = 5 ms.

If the state preparation errors obtained with the optimized fields after T = 1 ms are not
yet sufficient, one might ask whether it is possible to continue approaching the steady
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Figure 3.7: Peak and average cooperativity C, calculated from the optimized fields G−(t),
required to achieve a state preparation error of at most dtr < 10−4, as function of the total
optimization time T (employing dHS for all optimizations). The horizontal line indicates the
static cooperativity used in the experiment reported in Ref. [135].

state using the original protocol of constant drives [134]. This is demonstrated in Fig. 3.6,
which shows the evolution of the trace distance dtr, cf. Eq. (6.2), under the constant
drives and optimized fields from Fig. 3.4(b) and (c), if the driving fields are switched
back to the constant drives at T = 1 ms. In that case, we observe that dtr continues to
decrease for times larger than the switching time T = 1 ms, i.e., the final time used in
the optimization. A monotonous decrease of dtr after the switching time, as observed in
Fig. 3.6, is expected for the fields optimized with dsplit and dHS, as they are both reliable
for the considered optimization task. Form a mathematical perspective, this does not
need to be the case for the fields optimized with dre or dsm, as these two measures are not
reliable to quantify the distance towards the target state. Nevertheless, at the switching
time T = 1 ms, we observe an improvement of dtr with respect to the intended steady
state for all states — independent on the distance measure d used in the optimization —
and observe that dtr continues to improve in all cases under constant drives, as we would
expect for an asymptotic behavior. Figure 3.6 thus provides an alternative illustration of
the speedup in preparing the squeezed steady state.

Figure 3.7 illustrates by how much the approach of the steady state can be accelerated.
The price for speedup is cooperativity, or, in other words, drive intensity. It shows
the peak and average cooperativity C, determined by the optimized field G−(t), as a
function of the total optimization time T . Given an experimental bound on the feasible
cooperativity C, one can thus easily determine the required time T to reach the target
state. Taking the experimental value of the cooperativity reported in Ref. [135], we
observe a speedup of at least two orders of magnitude compared to the original protocol
employing constant drives [134]. Conversely, fixing a certain duration T determines the
required cooperativity or drive power. Durations as short as T = 0.07 ms are feasible,
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Figure 3.8: Comparison between changes in various distance measures, cf. Eqs. (6.2)-(3.14) and
Eq. (3.18), under optimization with dHS and dsplit, cf. Fig. 3.4.

while the state preparation errors, i.e., distance to the actual steady states, are still
sufficiently small with dtr < 10−4 for all points in Fig. 3.7. Moreover, the optimized field
shapes corresponding to the data from Fig. 3.7 all look quite similar to the ones presented
in Fig. 3.4(b) and (c). Both peak and average cooperativity of the optimized field increase
with decreasing duration T , as one would expect for reaching the same target in less
time. We observe an almost perfect power law dependence of the cooperativity C as a
function of the duration T . This power law scales similarly as the intrinsic scaling of the
system due to its non-linearity, which suggests the latter to be the defining feature even
in the case of time-dependent and optimized drives, cf. Ref. [103].

At last, Fig. 3.8 compares the value of several reliable distance measures for the final
state obtained with the fields optimized using dHS and dsplit and with constant driving.
The latter thus corresponds to the non-optimized, i.e., guess, values. Inspection of Fig 3.8
shows that all measures decrease under optimization with dHS and dsplit with the Hilbert-
Schmidt distance (purple double-dashed line) yielding the smallest state preparation
errors for itself as well as all other distance measures. While the smallest value of the
Hilbert-Schmidt distance correctly indicates the smallest physical state preparation error,
the absolute value of any distance measure d, or, to be more general, of a any functional
JT , does not necessarily say much about how well the dynamics actually performs. For
instance, if d ∈ [0, 1] is a reliable distance measure for any physical process so is d2 ∈ [0, 1]
and the latter will naturally yield smaller values despite describing identical physical
results. While this might appear trivial from a mathematical point of view, it is an
important fact to keep in mind when assessing optimization results. In that respect,
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Fig 3.8 provides another important insight. Upon minimizing dHS and dsplit, all other
distance measures are minimized as well. Although this seems intuitive, it does not need
to hold in general. For instance, if d(ρ2, ρ

trgt) > d(ρ1, ρ
trgt) > 0 holds for two states ρ1, ρ2,

a desired target state ρtrgt and a reliable measure d, it does not imply the same to hold
for another measure d′. In other words, two reliable measures can still disagree on which
of the two states ρ1, ρ2 is closer to the target ρtrgt even though both correctly assess
when a state becomes identical to the target. However, Fig. 3.8 demonstrates that it
is usually a good assumption to expect any reliable distance measures to decrease in
the process of minimizing another. Conceptually, this constitutes an important example
for optimal control as it demonstrates that it is sometimes worth exploring auxiliary
quantities that are related to the quantity that should be optimized in the first place but
which can not be expressed via a functional and therefore not directly optimized.

In conclusion, the results in this chapter have shown that care needs to be taken when
choosing an optimization functional — especially when optimizing towards mixed target
states. To this end, we have introduced a new, reliable distance measure dsplit, where we
have employed the geometric picture of the Bloch sphere. In addition, this new measure
is designed such as to be compatible with gradient-based optimization technique. It
has been successfully used to accelerate the preparation of a mixed squeezed state in
cavity optomechanics. However, in this particular example, it has not shown, better
performance compared to the Hilbert-Schmidt distance dHS.





4
Identification of Decoherence-Free

Subspaces via Optimal Control

Beating dissipation is one of the toughest yet most important challenges for quantum
technologies [6]. The presence of a detrimental but ubiquitous environment renders
the dynamics of any quantum device non-unitary and causes it to lose its quantum
properties over time, thus causing it to behave classical. The problem to counteract the
environment’s impact can be tackled in several ways. A quite natural and straightforward
approach is to shield the device from any unwanted interaction as best as possible.
One possibility to achieve this is to appropriately engineer the device and its materials.
For instance, this has been successfully achieved for superconducting devices [142–146],
spin-based platforms [147–149] as well as trapped ions [150, 151] to name a few examples.
However, besides improvements originating from better physical properties of the device,
also quantum control techniques can assist in improving the coherence time. Dynamical
decoupling, for instance, decreases the effective coupling strength between the device and
its environment and thus helps boosting the coherence times substantially [152–154].

Although all of these methods are crucial in minimizing dissipation, none of them
can completely avoid it and thus give rise to truly unitary dynamics. Hence, some
environmental interaction and induced errors will always prevail. Therefore, an approach
taking this into account is given by quantum error correction (QEC), which accepts the
remaining errors as being unavoidable in the first place and then thinks about ways
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to correct them upon occurrence [2, 155]. To this end, QEC relies crucially on error
syndrome measurements, i.e., ways to detect errors non-invasively without affecting
the stored quantum information. The syndrome measurements tell if and which kind
of error occurred such that it can be corrected subsequently. The general feasibility
of QEC has already been demonstrated in practice, initially for NMR [156] and later
also for e.g. superconducting qubits [157, 158], trapped ions [159, 160] and NV centers
in diamond [161, 162]. Unfortunately, these QEC schemes typically require a severe
overhead of physical resources and an error rate below a certain threshold [163] — both
of which is still challenging for current quantum information platforms [6].

Decoherence-free subspaces (DFSs) are another prominent concept for avoiding dissipa-
tion [164, 165]. Their main idea is to identify unitary, i.e., decoherence-free, subspaces in
the total Hilbert space of the device and subsequently use these subspaces for encoding
information and performing operations. Unfortunately, the task to determine whether
a DFS exists at all or its particular form is a non-trivial problem. Their existence
typically originates form symmetries in the system-environment interaction, where these
symmetries cause errors to cancel each other advantageously within certain subspaces.
DFSs have been experimentally confirmed with photons [166–168] and trapped ions [169]
shortly after their initial prediction [164, 165] and later also for e.g. quantum dots [170]
and NV centers [23]. However, while they are excellent memories for quantum infor-
mation [169, 171], implementing quantum gates within any DFS, i.e., exploit them
for e.g. quantum computing and other related quantum technologies, requires special
care [172–176].

In order to present a simple example and get some intuitive understanding of DFSs, let
us consider a qubit with Hamiltonian H = σz embedded in an environment that gives rise
to pure dephasing described by the Lindblad operator L = σz , cf. Eq. (2.13). This system
has two separate DFSs, namely both the ground and excited state, ∣0⟩ and ∣1⟩. This is
because both ∣0⟩ ⟨0∣ and ∣1⟩ ⟨1∣ are invariants of the dynamics and thus evolve unitarily.
In contrast, each superposition ∣Ψ⟩ ⟨Ψ∣ with ∣Ψ⟩ = α ∣0⟩ + β ∣1⟩ evolves non-unitary as
it loses its coherence and therefore becomes mixed over time. Albeit this model gives
rise to two individual one dimensional DFSs, it is important to note that it does not
have a two dimensional DFS, since this would require any state to evolve unitarily. In
general, while the existence of an M dimensional DFS always implies the existence of
at least M one dimensional DFSs, the converse statement does not hold in general as
the example shows. Continuing with the example, by including environmentally induced
cooling via the Lindblad operator L = σ− it immediately follows that the excited state is
no longer a DFS and only the ground state remains as DFS. If we would also include
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environmentally induced heating via L = σ+, no DFS would exists anymore. However,
especially for interacting multi qubit systems these relaxation and dephasing processes
can sometimes cancel each other favorably and therefore give rise to more complex DFSs
than illustrated in this simple example.

In this chapter, we will focus on the identification of DFSs by means of optimal control.
To this end, we start by introducing an optimization functional for DFSs in Sec. 4.1. Since
we will search for subspaces in this chapter — and not for time-dependent control fields
like in the rest of the thesis — we also need to find an appropriate parametrization for
subspaces that is compatible with gradient-based optimal control. We will construct such
a parametrization of arbitrary subspaces in Sec. 4.2 and subsequently explain how to use
it within an optimization procedure in Sec. 4.3. We will then investigate the performance
of the introduced method in Sec. 4.4, where we will apply it to multi qubit systems
exposed to typical environmental noise. At last, Sec. 4.5 points out how the optimization
procedure towards DFSs can be further generalized to also work for other subspaces, i.e.,
other than DFSs, which might be similarly interesting for quantum technologies.

4.1 Functionals for Decoherence-Free Subspaces

We start this chapter and section with the formal definition of decoherence-free subspaces.

Definition 4.1. Let H be an N dimensional Hilbert space and LH its corresponding
Liouville space. Let Dt,t0 be the dynamical map within LH, i.e., Dt,t0 ∶ LH → LH;ρ(t0)↦
ρ(t) = Dt,t0[ρ(t0)]. Let H′ ⊆H be an M ≤ N dimensional subspace such that H =H′⊕H′�

and let LH′ be its corresponding Liouville space. H′ is called decoherence-free subspace
(DFS) of the dynamics Dt,t0 if Dt,t0 [LH′ ⊕ 0] = Ut,t0LH′U†

t,t0
⊕ 0 for all t ≥ t0, where

0 ∈ LH′� is the zero operation and Ut,t0 ∈ SU(M) a time-evolution operator in H′.

In order to target a DFS in an optimization, we first need to introduce a reliable functional
Jdfs[H′] such that it reaches its extremum, i.e., maximum in the following, iff H′ ⊆H is
a DFS. In detail, this requires a reliable measure for unitarity within H′.
The problem to formulate a DFS functional has first been tackled in Ref. [177] and

we will thus briefly review the approach taken there. It is based on the following
theorem [178].

Theorem 4.1. Let {∣ψ1⟩ , . . . , ∣ψM ⟩} be a basis for subspace H′ ⊆ H of Hilbert space
H, where M ≤ N = dim{H} and H = H′ ⊕H′�, and let LH′ and LH be their respective
Liouville spaces. The dynamical map Dt,t0 ∶ LH → LH gives rise to unitary evolution in
H′, respectively LH′, iff Dt,t0 maps the set P = {∣ψ1⟩ ⟨ψ1∣⊕ 0, . . . , ∣ψM ⟩ ⟨ψM ∣⊕ 0} of one
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dimensional projectors in LH′ ⊕ 0 onto a set of one dimensional projectors in LH′ ⊕ 0.
In addition, it needs to map the totally rotated projector ∣ψtr⟩ ⟨ψtr∣ ⊕ 0 in LH′ ⊕ 0 with
∣ψtr⟩ = 1√

M
∑Mm=1 ∣ψm⟩ onto a one dimensional projector in LH′ ⊕ 0.

This theorem provides a straightforward way to check unitarity in subspace H′ under
the dynamical map Dt,t0 by means of only evaluating the images of M + 1 projectors.
However, in order for H′ to become an actual DFS, theorem 4.1 needs to hold for all
times t ≥ t0. Based on theorem 4.1, two functionals, J1,J2 ∈ [0, 1], that become maximal
iff H′ is a DFS, have been formulated [177],

J1 [H′] =min
t

{ min
m=1,...,M+1

{Pm(t)}} , J2 [H′] = 1
M + 1

M+1
∑
m=1

min
t

{Pm(t)} , (4.1)

where ρm(t) = Dt,t0 [∣ψm⟩ ⟨ψm∣⊕ 0] and

Pm(t) = TrH′ {ρ2
m(t)} =

M

∑
m=1

⟨ψm ∣ρ2
m(t) ∣ψm⟩ ∈ [0,1] (4.2)

measures the deviation of ρm(t) from being a one dimensional projector within LH′ ⊕ ρ.
Physically, this corresponds to measuring both loss of population from LH′ into LH′� as
well as loss of purity within LH′ . Although we will only start discussing parametrizations
of H′ in Sec. 4.2, it is already evident from the definition of the functionals in Eq. (4.1)
that due to the minimum no analytical gradients of J1 or J2 can be calculated with
respect to any set of states that parametrizes H′. To overcome this issue, we will introduce
a new functional that is compatible with gradient-based optimization techniques in the
following.

Let {σ1, . . . , σN2} be a basis for Liouville space LH and let D̂t,t0 be the superoperator
matrix for the dynamical map Dt,t0 , i.e., (D̂t,t0)nm = ⟪σm∣Dt,t0[σn]⟫, m,n = 1, . . . ,N2.
This gives rise to the measure [179]

Junitary,t [H] = 1
N2 ∥D̂t,t0∥

2
2 =

1
N2

N2

∑
m,n=1

⟪σm∣Dt,t0 [σn]⟫
2 , ∥Â∥2 =

√
tr{ÂÂ†}, (4.3)

which yields, at maximum, Junitary,t = 1 iff Dt,t0 is unitary on LH, or, at minimum,
Junitary,t = 1/N2 for the completely depolarizing channel that maps every state to the
completely mixed state. The latter can be interpreted as the most non-unitary dynamical
map Dt,t0 .
This measure can be straightforwardly generalized to arbitrary subspaces. Let

{∣ψ1⟩ , . . . , ∣ψM ⟩} be a basis for subspace H′ ⊆H and let {λ1, . . . , λM2} be a basis for its
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corresponding Liouville space LH′ . We can calculate the corresponding superoperator
matrix D̂′t,t0 in this reduced space in the same sense as before and a unitary measure,
defined as in Eq. (4.3), becomes (including normalization)

Junitary,t [H′] = 1
M2 ∥D̂′t,t0∥

2
2 =

1
M2

M2

∑
m,n=1

⟪λm ⊕ 0∣Dt,t0 [λn ⊕ 0]⟫2 , (4.4)

where 0 ∈ LH′� is the zero operation. It yields Junitary,t = 1 iff Dt,t0 is unitary in LH′ , i.e.,
in the subspace H′. However, note that its minimum changes to Junitary,t = 0, since this
reduced version of Eq. (4.3) also captures loss of population from LH′ into LH′� .

Equations (4.3) and (4.4) are reliable measures for unitarity in LH and LH′ , i.e., in H
and H′, respectively. However, in order for Eq. (4.4) to be a reliable DFS functional, it
needs to yield unitarity for all t ≥ t0. Hence, the final DFS functional reads

Jdfs [H′] = 1
T
∫

T

t0
Junitary,t [H′]dt ∈ [0,1], (4.5)

which yields Jdfs[H′] = 1 iff H′ is a DFS and is strictly smaller otherwise. It should be
noted that evaluation of Jdfs requires the propagation of M2 states, which needs to be
compared to the evaluation ofM +1 states required for calculating J1 and J2 in Eq. (4.1).
However, in contrast to J1 and J2, functional Jdfs is not only a reliable measure for
unitarity in H′ but also a reliable measure for non-unitarity. This is due to the fact that
Jdfs decreases smoothly the more non-unitary the dynamics becomes. Conversely, J1

and J2 do not smoothly decrease when the dynamics becomes non-unitary, since none of
them incorporates information from all states and all times due to the presence of the
minimum in both definitions, cf. Eq. (4.1). As a consequence, the latter will cause the
control landscape to become less smooth, which makes it harder for the optimization to
find solutions. The fact that M2 instead of M + 1 states need to be propagated will not
even be of relevance in practice as we will see in Sec. 4.3.

However, before proceeding, we will extend functional (4.5), respectively the unitarity
measure of Eq. (4.4), to tensor Hilbert spaces. Let H be an N = NANB dimensional
Hilbert space composed out of two subsystems (A and B with dimensions NA and NB,
respectively) such that H =HA ⊗HB. The task in the following will be to search for an
MA ≤ NA dimensional subspace H′

A ⊆HA in subsystem A. Hence, if H′
A is a DFS, every

state ρA ∈ LH′
A
needs to evolve unitarily. Let HA =H′

A ⊕H′�
A and {∣ψA,1⟩ , . . . , ∣ψA,MA⟩}

be a basis for H′
A and let {λA,1, . . . , λA,M2

A
} be as basis for its corresponding Liouville

space LH′
A
. We have to distinguish between two possible scenarios. On the one hand, we

may demand H′
A to be a DFS provided that subsystem B is initially in the specific state
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ρB(t0) ∈ LHB . In that case, Eq. (4.4) becomes

Junitary,t,ρB(t0) [H
′
A] = 1

M2
A

M2
A

∑
m,n=1

⟪λA,m ⊕ 0∣trB {Dt,t0 [(λA,n ⊕ 0)⊗ ρB(t0)]}⟫
2
, (4.6)

where 0 ∈ LH′�
A
is the zero operation and ρB(t0) defines a parameter for the functional. This

unitarity measure for HA′ at time t can be turned into a functional for DFS by performing
the integral over all times like in Eq. (4.5). This functional yields Jdfs,ρB(t0)[H′

A] = 1 iff
H′

A is a DFS and subsystem B is initially in state ρB(t0). In view of optimal control,
ρB(t0) can either be held fixed or be parametrized and optimized as well. In the latter
case, an optimization would then try to optimize the parametrization of H′

A in parallel
to optimizing ρB(t0). In other words, it searches for an appropriate initial state ρB(t0)
in subsystem B such that H′

A becomes a DFS in subsystem A. On the other hand, a
stricter choice would demand that H′

A needs to be a DFS independent on the initial state
ρB(t0) of subsystem B. In that case, functional (4.6) needs to include an integral over all
conceivable initial states ρB(t0) and reads

Junitary,t [H′
A] = 1

M2
A

M2
A

∑
m,n=1

∫
ρB(t0)∈LHB

⟪λA,m ⊕ 0∣trB {Dt,t0 [(λA,n ⊕ 0)⊗ ρB(t0)]}⟫
2
.

(4.7)

The assumption of separability in Eqs. (4.6) and (4.7) is reasonable, since we are only
interested in pure states ρA ∈ LH′

A
which can therefore not be correlated to any state in

LHB at any time.

4.2 Subspace Parametrization

The maximization of Eq. (4.5), respectively Eq. (4.4), via optimal control requires a clever
parametrization of the subspace H′ ⊆H, i.e., a clever parametrization of its basis states
{∣ψ1⟩ , . . . , ∣ψM ⟩}. The challenge for the parametrization is to choose it such that the
change of any of its parameters will always maintain orthogonality and norm of all states,
i.e., any change needs to preserve the mathematical structure of an orthonormal basis.
Let {∣e1⟩ , . . . , ∣eN ⟩} be a fixed basis for H. Thus, every basis state ∣ψm⟩, m = 1, . . . ,M ,
where span{∣ψ1⟩ , . . . , ∣ψM ⟩} =H′, can be expanded in this basis,

∣ψm(α)⟩ =
N

∑
n=1

αm,n ∣en⟩ , α ∈ CM×N . (4.8)
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If the basis {∣ψ1⟩ , . . . , ∣ψM ⟩}, determined by the set of coefficients {αm,n}, is an orthonor-
mal basis, the coefficient matrix α ∈ CM×N fulfills αα† = 1M . The intuitive choice made
in Ref. [177] is to take the coefficients {αm,n} as the set of optimization parameters. This
corresponds to an optimization with the constraint αα† = 1M if orthonormality should
be maintained. Unfortunately, this constraint goes far beyond simple bounds for each
individual parameter but gives rise to a rather complicated interdependence between all
parameters. It therefore yields an optimization problem that is typically difficult to solve.
In first applications employing functionals (4.1), orthonormality has been ensured in a
two step process [177]. First, the coefficients {αm,n} have been allowed to change freely
in each iteration such that functionals (4.1) are maximized. Secondly, each iteration has
been followed by an orthonormalization process, e.g. using the Gram-Schmidt algorithm,
which ensured that the next iteration again starts with a correct orthonormal basis.
Unfortunately, this two step process comes at the expense that the manual orthonor-
malization during the second step usually decreases the functional value. In the worst
scenario, it might even completely negate the gain of the first optimization step and
might cause the functional to stagnate over several iterations or even indefinitely. In
any case, it makes the optimization procedure prone of being stuck at local extrema and
often prevents any further progress at all. It is usually advisable to avoid such non-trivial
constraints if possible.
In the following, we will show how the orthonormality constraint can be completely

avoided in the optimization procedure by a clever choice of the parametrization. In
a nutshell, the trick is to use spherical coordinates and parametrize each state ∣ψm⟩,
m = 1, . . . ,M , recursively, i.e., the state ∣ψm⟩ will depend on the parameters of all
previous states ∣ψ1⟩ , . . . , ∣ψm−1⟩. Although this might sound complicated, it is rather
straightforward in practice. The details are as follows.

First State We start the representation of the first state ∣ψ1⟩ in the spirit of Eq. (4.8).
However, we split the complex coefficients into their real and imaginary part and
write ∣ψ1⟩ as

∣ψ1⟩ =
N

∑
n=1

(a(1,re)n + ia(1,im)
n ) ∣en⟩ , (4.9)

where a(1,re)n and a(1,re)n are the real and imaginary part of coefficient α1,n. While
the state ∣ψ1⟩ can be interpreted as the normalized vector (α1,1, . . . , α1,N)⊺ ∈ CN ,
we can also uniquely map it to the normalized real vector

a1 = (a(1,re)1 , . . . , a
(1,re)
N , a

(1,im)

1 , . . . , a
(1,im)

N )
⊺

∈ R2N , (4.10)
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∣a1∣ = 1. This vector can subsequently be expanded in spherical coordinates, cf.
Eq. (3.21), with angles φ(1)

1 , . . . , φ
(1)
2N−1 and a fixed radius r = 1. These angles

determine ∣ψ1⟩ completely and uniquely,

∣ψ1⟩ = ∣ψ1 (φ(1)
1 , . . . , φ

(1)
2N−1)⟩ . (4.11)

Second State We know that ∣ψ2⟩ is orthonormal to ∣ψ1⟩ on input, i.e., at the start
of the optimization, since both are basis elements from the orthonormal basis
span{∣ψ1⟩ , . . . , ∣ψM ⟩} =H′. Hence, we must ensure that changing any optimization
parameter maintains orthonormality. In order to achieve this, we do not expand
∣ψ2⟩ in the same basis {∣e1⟩ , . . . , ∣eN ⟩} of H used for state ∣ψ1⟩. Instead, we use a
rotated basis. In order to determine the latter, we first introduce the auxiliary state

∣ψ′1⟩ =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

∣ψ̃′1⟩√

⟨ψ̃′1∣ψ̃
′
1⟩

⟨ψ̃′1∣ψ̃′1⟩ ≠ 0,

0 ⟨ψ̃′1∣ψ̃′1⟩ = 0,
∣ψ̃′1⟩ = ∣ψ1⟩ − ⟨e1∣ψ1⟩ ∣e1⟩ , (4.12)

such that ∣ψ̃′1⟩ is the component of ∣ψ1⟩ that is orthogonal to ∣e1⟩. Furthermore, we
define η1 = arg{⟨e1∣ψ1⟩}, the complex phase between ∣e1⟩ and ∣ψ1⟩, which ensures
e−iη1 ⟨e1∣ψ1⟩ ∈ R and allows us to define the angle

α1 = arccos (e−iη1 ⟨e1 ∣ψ1⟩) . (4.13)

With this, we can define the unitary transformation

O1 = e−iη1

⎡⎢⎢⎢⎢⎣
1 + ( ∣e1⟩ ⟨ψ′1∣ eiη1 − e−iη1 ∣ψ′1⟩ ⟨e1∣ ) sin (α1)

+ ( ∣e1⟩ ⟨e1∣ − ∣ψ′1⟩ ⟨ψ′1∣ ) (cos (α1) − 1)
⎤⎥⎥⎥⎥⎦
, (4.14)

which rotates ∣e1⟩ onto ∣ψ1⟩, i.e., O1 ∣e1⟩ = ∣ψ1⟩. Thus, we obtain a rotated basis
{O1 ∣e1⟩ , . . . ,O1 ∣eN ⟩} of H, where O1 ∣e1⟩ = ∣ψ1⟩ and every other basis state being
orthonormal to ∣ψ1⟩, i.e., O1 ∣en⟩� ∣ψ1⟩ for all n ≥ 2. Hence, all orthonormal states
with respect to ∣ψ1⟩, and in particular ∣ψ2⟩, can be written as

∣ψ2⟩ =
N

∑
n=2

(a(2,re)n + ia(2,im)
n )O1 ∣en⟩ , (4.15)
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where a(2,re)n and a(2,re)n are the real and imaginary part of the coefficients for basis
state O1 ∣en⟩. We can again write state ∣ψ2⟩ as a normalized real vector

a2 = (a(2,re)2 , . . . , a
(2,re)
N , a

(2,im)

2 , . . . , a
(2,im)

N )
⊺

∈ R2N−2, (4.16)

∣a2∣ = 1. However, note that in contrast to Eq. (4.10), its dimension is reduced
by two as one complex coefficient less is required. Formally, Eq. (4.15) just de-
scribes an arbitrary state ∣ψ2⟩ in the orthogonal, N − 1 dimensional Hilbert space
H1 ≡H/span{∣ψ1⟩}. Nevertheless, Eq. (4.16) can again be expanded in spherical co-
ordinates with angles φ(2)

1 , . . . , φ
(2)
2N−3. Since the rotated basis {O1 ∣e1⟩ , . . . ,O1 ∣eN ⟩}

depends on O1, which depends on ∣ψ1⟩ and thus from the angles φ(1)
1 , . . . , φ

(1)
2N−1,

we find the dependence of ∣ψ2⟩ to read

∣ψ2⟩ = ∣ψ2 (φ(1)
1 , . . . , φ

(1)
2N−1, φ

(2)
1 , . . . , φ

(2)
2N−3)⟩ . (4.17)

These new 2N − 3 angles describe ∣ψ2⟩ completely and uniquely — albeit viewed
from a rotated frame where ∣ψ1⟩ corresponds to one of the basis states.

mth State This procedure can be continued recursively. In the following, we will assume
that we have already obtained the spherical representation of states ∣ψ1⟩ , . . . , ∣ψm−1⟩,
m ≤ M , in the same fashion as before. In detail, this implies that we have al-
ready obtained the unitary transformations O1, . . . ,Om−2 required to obtain the
basis sets {O1 ∣e1⟩ , . . . ,O1 ∣eN ⟩}, . . . ,{∏m−2

j=1 Oj ∣e1⟩ , . . . ,∏m−2
j=1 Oj ∣eN ⟩} for express-

ing states ∣ψ2⟩ , . . . , ∣ψm−1⟩, respectively. In order to understand how these recursive
basis sets work, the following needs to be taken into account. While O1, necessary to
represent ∣ψ2⟩, rotates ∣e1⟩ onto ∣ψ1⟩, i.e, O1 ∣e1⟩ = ∣ψ1⟩, the unitary transformation
O2, necessary to represent ∣ψ3⟩, fulfills two properties. On the one hand, it leaves
∣ψ1⟩ invariant, i.e, O2 ∣ψ1⟩ = O2(O1 ∣e1⟩) = ∣ψ1⟩, therefore it leaves the first state of
the previous basis set {O1 ∣e1⟩ , . . . ,O1 ∣eN ⟩} invariant. On the other hand, it rotates
its second element O1 ∣e2⟩ onto ∣ψ2⟩, i.e., O2(O1 ∣e2⟩) = ∣ψ2⟩. Hence, we obtain the
new basis {O2O1 ∣e1⟩ , . . . ,O2O1 ∣eN ⟩}, where the first two basis states, O2O1 ∣e1⟩
and O2O1 ∣e2⟩, coincide with ∣ψ1⟩ and ∣ψ2⟩, respectively. Thus, the state ∣ψ3⟩ can be
expressed by only using all remaining basis elements, since due to initial orthonor-
mality we have ∣ψ3⟩� ∣ψ1⟩ , ∣ψ2⟩. For state ∣ψm⟩, we assume that this concept has
already been applied recursively to all further states up to ∣ψm−1⟩. Therefore, we
already have the basis {∏m−2

j=1 Oj ∣e1⟩ , . . . ,∏m−2
j=1 Oj ∣eN ⟩} in which ∣ψm−1⟩ is repre-

sented and can assume that its first m − 2 basis states fulfill ∏m−2
j=1 Oj ∣ek⟩ = ∣ψk⟩,
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k = 1, . . . ,m − 2.

Now, in order to obtain the spherical representation of state ∣ψm⟩, we first need to
find the basis {∏m−1

j=1 Oj ∣e1⟩ , . . . ,∏m−1
j=1 Oj ∣eN ⟩, where the first m− 1 basis elements

coincide with ∣ψ1⟩ , . . . , ∣ψm−1⟩, respectively. This implies that we need to find the
unitary transformation Om−1 such that ∣ψm−1⟩ becomes an basis element of the
basis {∏m−1

j=1 Oj ∣e1⟩ , . . . ,∏m−1
j=1 Oj ∣eN ⟩}. To this end, we first define the auxiliary

state

∣ψ′m−1⟩ =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

∣ψ̃′m−1⟩√

⟨ψ̃′m−1∣ψ̃
′
m−1⟩

⟨ψ̃′m−1∣ψ̃′m−1⟩ ≠ 0,

0 ⟨ψ̃′m−1∣ψ̃′m−1⟩ = 0,
(4.18a)

∣ψ̃′m−1⟩ = ∣ψm−1⟩ − ⟨em−1

RRRRRRRRRRR

m−2
∏
j=1

Oj

RRRRRRRRRRR
ψm−1⟩ ∣em−1⟩ . (4.18b)

With its help we can define the necessary unitary transformation to read

Om−1 = e−iηm−1

⎡⎢⎢⎢⎢⎣
1 + ( ∣em−1⟩ ⟨ψ′m−1∣ eiηm−1 − e−iηm−1 ∣ψ′m−1⟩ ⟨em−1∣ ) sin (αm−1)

+ ( ∣em−1⟩ ⟨em−1∣ − ∣ψ′m−1⟩ ⟨ψ′m−1∣ ) (cos (αm−1) − 1)
⎤⎥⎥⎥⎥⎦

(4.19)

with

ηm−1 = arg{⟨em−1∣ψm−1⟩}, αm−1 = arccos (e−iηm−1 ⟨em−1∣ψm−1⟩) . (4.20)

Om−1 is constructed such that it rotates the (m−1)th basis vector of the previous ba-
sis set {∏m−2

j=1 Oj ∣e1⟩ , . . . ,∏m−2
j=1 Oj ∣eN ⟩}, onto ∣ψm−1⟩, i.e., Om−1(∏m−2

j=1 Oj ∣em−1⟩) =
∣ψm−1⟩. The first m − 2 basis states remain invariant as they already correspond to
the states ∣ψ1⟩ , . . . , ∣ψm−2⟩. Using the new basis {∏m−1

j=1 Oj ∣e1⟩ , . . . ,∏m−1
j=1 Oj ∣eN ⟩}

of H, we thus can write any state that is orthogonal to ∣ψ⟩1 , . . . , ∣ψm−1⟩, which in
particular includes ∣ψm⟩, as

∣ψm⟩ =
N

∑
n=m

(a(m,re)n + ia(m,im)
n )

⎛
⎝
m−1
∏
j=1

Oj
⎞
⎠
∣en⟩ . (4.21)

As before, we can convert this state into a normalized real vector,

am = (a(m,re)m , . . . , a
(m,re)
N , a(m,im)

m , . . . , a
(m,im)

N )
⊺

∈ R2N−2(m−1), (4.22)
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∣am∣ = 1, which can be expanded in spherical coordinates with angles φ(m)

1 , . . . , φ
(m)

2N−2(m−1)−1.
Note that the dimension of this vector is reduced by 2(m − 1), as it formally
parametrizes an arbitrary state in the orthogonal, N − (m − 1) dimensional Hilbert
space

Hm−1 ≡H/span{∣ψ1⟩ , . . . , ∣ψm−1⟩}. (4.23)

Since all rotation matrices O1, . . . ,Om−1 depend on the angles of all previous states
∣ψ1⟩ , . . . , ∣ψm−1⟩, we find the dependence of ∣ψm⟩ to read

∣ψm⟩ = ∣ψm (φ(1)
1 , . . . , φ

(1)
2N−1, φ

(2)
1 , . . . , φ

(2)
2N−3, . . . , φ

(m)

1 , . . . , φ
(m)

2N−2(m−1)−1)⟩ . (4.24)

The 2N − 2(m − 1) − 1 new angles describe the state ∣ψm⟩ completely and uniquely
as viewed from a frame where the states ∣ψ1⟩ , . . . , ∣ψm−1⟩ coincide with basis states.

The total set of all angles

{φ(1)
1 , . . . , φ

(1)
2N−1, φ

(2)
1 , . . . , φ

(2)
2N−3, . . . , φ

(M)

1 , . . . , φ
(M)

2N−2(M−1)−1} , (4.25)

which is obtained by continuing this recursive procedure up to state ∣ψM ⟩, uniquely
specifies an arbitrary M ≤ N dimensional subspace H′ ⊆H. While this parametrization
might appear unnecessarily cumbersome at first glance, it has the crucial advantage
that, by construction, changing any angle can never lead to non-normalized and non-
orthogonal states. Hence, the structure of an orthonormal basis is a built-in feature of
this parametrization. We will take the angles (4.25) as our optimization parameters in
the following. For an M dimensional subspace this amounts to

M

∑
m=1

[2N − 2(m − 1) − 1] = 2NM −M2 (4.26)

real parameters. This is in contrast to the 2NM real parameters that describe the
complex M ×N coefficient matrix α, cf. Eq. (4.8), that has been used before and where
orthonormality has not been a built-in feature [177].
It is important to note that this recursive procedure is fully reversible. Given a set

of angles describing the M dimensional subspace H′, one can uniquely calculate its
orthonormal basis states {∣ψ1⟩ , . . . , ∣ψM ⟩}. The reverse process again starts at state ∣ψ1⟩,
which can be fully constructed with the angles φ(1)

1 , . . . , φ
(1)
2N−1. These angles also allow

to calculate the unitary transformation O1. With O1 and angles φ(2)
1 , . . . , φ

(2)
2N−3 we can

subsequently construct ∣ψ2⟩ and O2 and so forth.
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4.3 Optimization Procedure

We have introduced the parametrization of an arbitrary M dimensional subspace H′ ⊆H
in the last section. Hence, the next question is how to use this parametrization in an
actual optimization. To this end, we first observe that the number of optimization
parameters, cf. Eq. (4.26), scales linearly with the dimension N of Hilbert space H.
For larger Hilbert spaces, the number of parameters quickly leaves the realm where
gradient-free optimization is an option. Therefore, we will focus on gradient-based
optimization in the following. Moreover, it is important to note that in contrast to all
previous and remaining applications of optimal control in this thesis, we will not optimize
time-dependent control fields. Instead, we will optimize a set of initial states such that
their dynamics obey certain rules. In detail, we will optimize the set of basis states
{∣ψ1⟩ , . . . , ∣ψM ⟩} such that span{∣ψ1⟩ , . . . , ∣ψM ⟩} = H′ becomes a DFS. In consequence,
we can not employ Krotov’s method for this purpose as it only works for time-dependent
control fields. However, we can in fact adapt the GRAPE algorithm [74] for this purpose
as we will show in the following.
However, before discussing in detail how to do this in practice, we need to comment

on the recursive nature of our parametrization as it has some non-trivial implications
for the optimization procedure. By construction, the mthe state ∣ψm⟩ of the basis
{∣ψ1⟩ , . . . , ∣ψM ⟩} depends on all previous states ∣ψ1⟩ , . . . , ∣ψm−1⟩, since this ensures and
maintains orthonormality of all states within the optimization. Although this is an
advantageous feature for the parametrization, it implies that by changing any angle φ(m)

k ,
1 ≤ k ≤ 2N − 2(m − 1) − 1, on which ∣ψm⟩ depends on, not only that particular state
changes but also all remaining states ∣ψm+1⟩ , . . . , ∣ψM ⟩. This might cause problems in the
optimization and also makes the calculation of gradients highly non-trivial (although not
impossible). To overcome this, we employ sequential searches for one dimensional DFSs
instead of a single search for an M dimensional DFS. The entire optimization procedure
works as follows.

1. We start by optimizing φ
(1)
1 , . . . , φ

(1)
2N−1, which parametrizes an arbitrary state

∣ψ1⟩ ∈H, by maximizing Jdfs [span{∣ψ1⟩}]. If we succeed, i.e., find a state ∣ψ1⟩ ∈H
such that Jdfs [span{∣ψ1⟩}] = 1, we know that span{∣ψ1⟩} is a one dimensional DFS.
Hence, we fix the parameters φ(1)

1 , . . . , φ
(1)
2N−1 and proceed.

2. In the next step we optimize φ(2)
1 , . . . , φ

(2)
2N−3, which parametrizes an arbitrary state

in H1 = H/span{∣ψ1⟩}, again by maximizing Jdfs [span{∣ψ2⟩}]. If we succeed, we
know that span{∣ψ2⟩} is another one dimensional DFS. Hence, we fix φ(2)

1 , . . . , φ
(2)
2N−3

and proceed.
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3. In themth step we maximize Jdfs [span{∣ψm⟩}] by optimizing φ(m)

1 , . . . , φ
(m)

2N−2(m−1)−1,
which parametrizes an arbitrary state in Hm−1 =H/span{∣ψ1⟩ , . . . , ∣ψm−1⟩}. If suc-
cessful, we again fix φ(m)

1 , . . . , φ
(m)

2N−2(m−1)−1 and proceed.

4. We continue this procedure until no new one dimensional DFS can be found anymore.
Let M be the number of one dimensional DFSs that have been identified this way.
Finally, in order to check whether any combination of these M one dimensional
DFSs builds a higher dimensional DFS, we only need to evaluate functional (4.5)
for each combination. For instance, evaluating Jdfs [span{∣ψ1⟩ , ∣ψ2⟩}] immediately
answers whether span{∣ψ1⟩ , ∣ψ2⟩} is a two dimensional DFS.

This procedure has the advantage that we do not need to specify the dimension M of the
desired DFS in advance. In contrast, provided that we have identified all one dimensional
DFSs, subsequently exploring all conceivable combinations of these one dimensional DFSs
guarantees that we also identify all higher dimensional DFSs if any exist.

As mentioned before, we will employ the GRAPE algorithm for the actual optimization
in each step, i.e., maximization of Jdfs [span{∣ψm⟩}] in the mth step. To this end, we
first need to rewrite the original GRAPE gradient (2.37) to read

∇
{φ
(m)
1 ,...,φ

(m)
2N−2(m−1)−1}

Jdfs [span{∣ψm⟩}] =
⎛
⎝
∂Jdfs

∂φ
(m)

1

, . . . ,
∂Jdfs

∂φ
(m)

2N−2(m−1)−1

⎞
⎠
. (4.27)

From this, it is straightforward to see that we only need to provide the derivatives of
Jdfs [span{∣ψm⟩}] with respect to the angles φ(m)

k , k = 1, . . . ,2N − 2(m − 1) − 1. These
are given by, cf. Eqs. (4.5) and (4.4),

∂Jdfs [span{∣ψm⟩}]
∂φ

(m)

k

= 1
T
∫

T

t0

∂ ⟪λm∣Dt,t0 [λm]⟫2

∂φ
(m)

k

dt

≈ 1
Nt

Nt

∑
i=0

∂ ⟪λm∣Dti,t0 [λm]⟫2

∂φ
(m)

k

= 2
Nt

Nt

∑
i=0

⎡⎢⎢⎢⎢⎣
⟪ ∂λm

∂φ
(m)

k

∣Dti,t0 [λm]⟫ +⟪λm∣Dti,t0[
∂λm

∂φ
(m)

k

]⟫
⎤⎥⎥⎥⎥⎦

(4.28)

with λm = ∣ψm⟩ ⟨ψm∣ and

∂λm

∂φ
(m)

k

= ∂ ∣ψm⟩
∂φ

(m)

k

⟨ψm∣ + ∣ψm⟩ ∂ ⟨ψm∣
∂φ

(m)

k

. (4.29)

Note that in the second line of Eq. (4.28) we have approximated the integral-based
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time averaging by a sum, which we anyway need for numerically solving the equation
of motion. The derivative of state ∣ψm⟩, cf. Eq. (4.21), with respect to all angles
φ
(m)

1 , . . . , φ
(m)

2N−2(m−1)−1 is given by

∂ ∣ψm⟩
∂φ

(m)

k

=
N

∑
n=m

⎛
⎝
∂a

(m,re)
n

∂φ
(m)

k

+ i∂a
(m,im)
n

∂φ
(m)

k

⎞
⎠
⎛
⎝
m−1
∏
j=1

Oj
⎞
⎠
∣en⟩ . (4.30)

Fortunately, the unitary transformations Oj , j = 1, . . . ,m − 1, only depend on the angles
up to m − 1, which are fixed in the mth step, and their derivations with respect to φ(m)

k

thus vanish. From the spherical representation of ∣ψm⟩, cf. Eq. (4.22), the remaining
derivatives with respect to the coefficients a(m,re)n and a

(m,im)
n are straightforward to

compute. However, for the ease of notation, we first rename its vector representation, cf.
Eq. (4.22),

am = (a(m,re)m , . . . , a
(m,re)
N , a(m,im)

m , . . . , a
(m,im)

N )
⊺

≡ (x(m)

1 , . . . , x
(m)

2N−2(m−1)) ∈ R
2N−2(m−1).

(4.31)

Employing the spherical representation of this normalized vector, K = 2N − 2(m − 1),

x
(m)

1 = r cos (φ(m)

1 ) ,

x
(m)

2 = r sin (φ(m)

1 ) cos (φ(m)

2 ) ,

x
(m)

3 = r sin (φ(m)

1 ) sin (φ(m)

2 ) cos (φ(m)

3 ) ,

⋮

x
(m)

K−1 = r sin (φ(m)

1 ) sin (φ(m)

2 ) . . . cos (φ(m)

K−1) ,

x
(m)

K = r sin (φ(m)

1 ) sin (φ(m)

2 ) . . . sin (φ(m)

K−1) , (4.32)

we find the derivative of the spherical representation with respect to angle φ(m)

k as

dx(m)

j

dφ(m)

k

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

cos (φ(m)

k ) cos (φ(m)

j ) [∏j−1
l=1
l≠k

cos (φ(m)

l )] , k < j,

−∏j−1
l=1 sin (φ(m)

l ) , k = j,

0, k > j.

(4.33)

These derivatives can be easily mapped back to Eq. (4.30).

Some remarks regarding the different notations in Eq. (4.4), respectively Sec. 4.1, and
Eq. (4.28) are required. In Sec. 4.1, we consistently use a tensor sum representation of
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the Hilbert space, namely H =H′ ⊕H′�, which implies that the first M basis states from
the basis of H span H′ entirely. Thus, if H′ is given, we can simply choose a basis for H
that gives rise to such a tensor sum representation. However, the optimization is done
with the fixed basis {∣e1⟩ , . . . , ∣eN ⟩} of H and we need to express an arbitrary subspace
H′ ⊆ H within this basis. Hence, instead of expressions like λm ⊕ 0 with λm ∈ LH′ and
0 ∈ LH′� , we have the general λm ∈ LH in practice.
At last, in contrast to the optimization of time-dependent control fields, where the

guess fields for an optimization can and should be chosen based on physical intuition, the
choice of a guess state ∣ψm⟩ form where to start the optimization of Jdfs[span{∣ψm⟩}]
is not straightforward. However, in contrast to time-dependent control fields, the
parametrization of ∣ψm⟩ contains much less parameters and using random guess states is
a solid option to ensure unbiased optimization results. Even though random initial states
can sometimes cause the gradient-based optimization to become stuck, we overcome this
problem by employing swarm optimization. In detail, the mth optimization step, i.e., the
search for the mth one dimensional DFS by maximizing Jdfs[span{∣ψm⟩}], is performed
with several random initial states in parallel until one of them succeeds. Typically, the
number of parallel optimization in the swarm will increase as the Hilbert space dimension
and hence the number of optimization parameters increases.

4.4 Decoherence-Free Subspaces in Qubit Networks

In order to test the optimization procedure that has been introduced so far, we will
first consider a system, where the DFS is known and check, whether we can reliably
identify it. To this end, we consider a multi qubit network embedded in an environment
consisting of an infinite number of bosonic modes [164]. Let S be the number of qubits.
The Hamiltonian for system and environment is given by

HS =
S

∑
s=1

ω(s)σ(s)
z , HE =∑

k

Ω(k)b(k)†b(k), (4.34)

where ω(s) is the level spacing of qubit s and Ω(k) the frequency of the kth bosonic mode.
Their interaction reads [164]

HI =
S

∑
s=1
∑
k

[g(s,k) (σ(s)
+ b(k) + σ(s)

− b(k)†) + f (s,k) (σ(s)
+ b(k)† + σ(s)

− b(k))

+h(s,k)σ(s)
z (b(k) + b(k)†)] , (4.35)
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where g(s,k) describes the exchange of excitations between qubit s and mode k, wheres
and f (s,k) describes simultaneous excitation and de-excitation of both. The term h(s,k)

causes the qubit s to pick up a relative phase depending on its state. If we assume that
all theses interaction processes happen with the same intensity for all qubits, i.e., when
g(s,k), f (s,k) and h(s,k) are independent of s, and ω(s) = ω, the bosonic environment gives
rise to collective noise for the network of qubits. In that case, we can model the qubits’
open system dynamics by a Lindblad master equation, cf. Eq. (2.13), where we only
need three Lindblad operators,

L+ = γ+
S

∑
s=1

σ
(s)
+ , L− = γ−

S

∑
s=1

σ
(s)
− , Lz = γz

S

∑
s=1

σ(s)
z , (4.36)

with γ+, γ− and γz their respective decay rates. By inspecting these Lindblad operators,
the collective nature of this noise becomes evident. None of these operators does allow
any qubit to be affected individually by any of these noise processes, since the latter
always act on all qubits at the same time and with the same intensity.
For an even number S of qubits, the above model gives rise to a single DFS with

dimension [164]

M(S) = S!
(S/2 + 1)!(S/2)! . (4.37)

For instance, for S = 2 we find M(2) = 1. This one dimensional DFS is defined by
∣ψ1⟩ = (∣01⟩ − ∣10⟩)/

√
2. Unfortunately, a one dimensional DFS is not very helpful for

quantum information, as it can neither be used as quantum memory for a qubit state nor
for quantum computing. Thus, we skip this case and immediately proceed to S = 4 qubits,
where we have M(4) = 2. This two dimensional DFS is given by H′ = span{∣ψ1⟩ , ∣ψ2⟩}
with

∣ψ1⟩ =
1
2
(∣0101⟩ − ∣0110⟩ − ∣1001⟩ + ∣1010⟩) ,

∣ψ2⟩ =
1

2
√

3
(2 ∣0011⟩ − ∣0101⟩ − ∣0110⟩ − ∣1001⟩ − ∣1010⟩ + 2 ∣1100⟩) . (4.38)

These two states can be interpreted as the basis of a new logical qubit, e.g. with basis states
∣0̄⟩ ≡ ∣ψ1⟩ and ∣1̄⟩ ≡ ∣ψ2⟩, and can therefore be used both for storing information as well as
computing. In the following application of our optimization procedure, we chose the fixed
basis {∣e1⟩ , . . . , ∣eN ⟩} for H to be the standard logical basis {∣00 . . .00⟩ , . . . , ∣11 . . .11⟩}.
Figure 4.1(a-c) show the basis states ∣ψ1⟩ and ∣ψ2⟩ that we find in three individual

runs of the entire optimization procedure with S = 4 qubits. It is straightforward to
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Figure 4.1: Optimization results for S = 4 qubits that are exposed to collective noise. Panels
(a-c) show the one dimensional DFS states ∣ψ1⟩ and ∣ψ2⟩, which we obtain by applying the entire
optimization procedure described in Sec. 4.3 three separate times. The histograms show the
complex coefficient for their components in the respective basis states indicated at the bottom.
The height of each bar shows the magnitude of each coefficient while the color indicates its
complex phase. Panels (d-f) show the functional value Jdfs[span{∣ψm⟩}] in terms of GRAPE
iterations. The qubits’ level splitting is ω = 1 and the collective decay rates are γ+ = 0, γ− = 0.1
and γz = 0.1.

check that each state obtained this way describes a one dimensional DFS, both states
are orthogonal to each other and indeed give rise to a two dimensional DFS as expected
from Eq. (4.37). It should be noted that due to the randomness in the guess states,
cf. Sec. 4.3, the solutions differ in each panel, i.e, in each individual run of the entire
optimization procedure. Moreover, the DFS states ∣ψ1⟩ and ∣ψ2⟩ obtained in each run do
not necessarily coincide exactly with the ones presented in Eq. (4.38). However, all states
presented in Fig. 4.1(a-c) have still in common that they are indeed basis states for the
same DFS, namely H′ = span{∣ψ1⟩ , ∣ψ2⟩}. This confirms that the optimization towards
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DFSs works as intended. The differences in the solutions are because the basis for each
subspace remains a basis under unitary transformations within this subspace, i.e., even
though H′ is unique, its basis states ∣ψ1⟩ and ∣ψ2⟩ are not. Hence, there is no unique
solution and even ∣ψ1⟩ and ∣ψ2⟩ in Eq. (4.38) should be merely viewed as one possible
choice among many.

Figure 4.1(d-f) show the performance of the optimization procedure in terms of required
GRAPE iterations necessary to obtain the states presented in Fig. 4.1(a-c). It takes
at maximum 25 iterations to find any of the one dimensional DFS in any of the three
runs — even for functional values as small as 1 − Jdfs ∼ 10−10. Even though the latter
error might appear unnecessarily small, such small errors are at least helpful for the
entire optimization procedure to work out smoothly. This is because after state ∣ψm⟩
gets fixed, every subsequent search for further one dimensional DFSs is tied to the
states ∣ψ1⟩ , . . . , ∣ψm−1⟩ that are already fixed basis vectors and only the reduced space
Hm−1 = H/span{∣ψ1⟩ , . . . , ∣ψm−1⟩} can be furthermore explored. Hence, insufficiently
characterized previous DFS states can potentially give rise to undesired artifacts in later
searches, for instance if they do not evolve sufficiently unitarily.

Next, we consider S = 6 qubits for which Eq. (4.37) predicts the existence of an
M(6) = 5 dimensional DFS. In this case, it becomes already rather cumbersome to write
down an exemplary basis span{∣ψ1⟩ , . . . , ∣ψ5⟩} =H′ like in Eq. (4.38) for S = 4. However,
Fig. 4.2(a-c) show the optimization results again for three individuals runs of the entire
optimization procedure. Each panel shows the five one dimensional DFS, ∣ψ1⟩ , . . . , ∣ψ5⟩,
that the optimization is able to find. As before, all the states are mutually orthogonal
and together give rise to the same five dimensional DFS H′. Hence, we can confirm that
the algorithm has no problems to identify the DFS H′ = span{∣ψ1⟩ , . . . , ∣ψ5⟩} in all cases,
and does so with only slightly more iterations compared to S = 4, cf. Fig. 4.2.

At last, we consider the case of S = 8 qubits, where the DFS increases to dimension
M(8) = 14. Even in this case, the optimization reliably identifies a 14 dimensional basis
of the corresponding DFS. However, due to the size of the Hilbert space and the DFS,
the corresponding states ∣ψ1⟩ , . . . , ∣ψ14⟩ become rather lengthy expressions and we do not
present them here. Nevertheless, Fig. 4.3 again shows the performance for three individual
executions of the entire optimization procedure. A somewhat general observation from
Figs. 4.1 to 4.3 is that the number required iterations does not seem to depend on the
number m of the state ∣ψm⟩ that is being optimized for. Intuitively, we might expect
states with larger m to take more iterations on average. The rationale behind this is as
follows. Consider the case with S = 8 qubits where an M(8) = 14 dimensional DFS exists
and the Hilbert space has dimension N = 2S = 256. In the first step of the optimization
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Figure 4.2: Identical to Fig. 4.1 but for S = 6 qubits. Panels (a-c) show the optimization
results in terms of the obtained states ∣ψ1⟩ , . . . , ∣ψ5⟩ again for three individual runs of the entire
optimization procedure. Panels (d-f) show Jdfs[span{∣ψm⟩}] and the number of required iterations.
The parameters are identical to Fig. 4.1.
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Figure 4.3: Performance in terms of required GRAPE iterations for the optimizations of the
M(8) = 14 one dimensional DFSs with S = 8 qubits and for three separate runs of the entire
optimization procedure. The parameters are identical to Fig. 4.1.

procedure we search for a one dimensional DFS spanned by ∣ψ1⟩ in H, hence 14 out of
256 dimensions are solutions to this inquire. In the next step, we then search for ∣ψ2⟩
in H1 ≡H/span{∣ψ1⟩} and therefore 13 out of 255 dimensions are solutions. Continuing
this procedure, for the last state ∣ψM ⟩ only one in 256− 13 = 243 dimensions is a solution.
Hence, it would be intuitive to expect this optimization to be more challenging (on
average) than previous ones. Surprisingly, this seems not to be that case as the iterations
in Fig. 4.3 confirm.
In conclusion, the entire optimization procedure derived in Secs. 4.1 to 4.3 works

excellent in terms of performance and reliability for our model system of non-interacting
qubits under collective noise. Thus, as a next step, we will deviate from the original
model and consider two kinds of interactions between the qubits. In detail, we consider
the two system Hamiltonians

Hfull
S =

S

∑
s=1

ωσ(s)
z +

S

∑
s,s′=1
s≠s′

Jσ(s)
x σ(s′)

x , (4.39)

Hchain
S =

S

∑
s=1

ωσ(s)
z +

S−1
∑
s=1

Jσ(s)
x σ(s+1)

x , (4.40)

where Hfull
S corresponds to a model where every qubit interacts with every other qubit

and Hchain
S describes a linear chain of interacting qubits. Similar to the assumption of

identical level splittings ω for all qubits, we also assume identical coupling strength J
between all qubits. In addition to introducing interactions, we also vary the present
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noise forms, i.e., whether both collective energy relaxation, described by γ+ and γ−, and
collective dephasing, described by γz, or just one of these processes acts at the same time.
We start with discussing the fully interacting model, described by Hfull

S , where the
optimization procedure yields (data not shown) that for even number S of qubits the
interactions neither change the dimension M(S) of the DFSs nor their particular form.
Both are identical to the interaction free case, cf. Eq. (4.37), if we consider both collective
energy relaxation and dephasing or, for instance, only collective relaxation. However, if
we consider only collective dephasing, i.e., γ+ = γ− = 0 and γz ≠ 0, the DFS dimensions
increase from M(2) = 1 and M(4) = 2 to M(2) = 2 and M(4) = 5 for S = 2 and S = 4
qubits. This might be explained by the missing relaxation process, which causes new
symmetries to emerge and therefore causes new subspaces to become decoherence-free.
Unfortunately, how the missing energy relaxation affects DFSs in the larger systems
with S = 6 or S = 8 qubits is not clear from the optimization results and can also not be
straightforwardly extrapolated from the changes observed for S = 2 and S = 4 qubits. To
this end, it should be generally noted that in order to determine the DFS dimension in
an unknown system, we always need to acquire sufficient statistical data such that we
can confidently identify the correct DFS dimension. This implies that we need to run
the entire optimization procedure repeatedly. Although this is not a general problem for
our method, it becomes numerically more expensive with increasing Hilbert space and
DFS dimension.
Next, we consider the chain of interacting qubits, described by Hchain

S . In contrast to
the fully interacting model, these interactions change the symmetries between the qubits
substantially. We observe that, in combination with collective energy relaxation as only
dissipative process, this does not allow for any DFS in case of more than S = 2 qubits (the
case S = 2 is identical to the fully interacting model, cf. Eqs. (4.39) and (4.40)). However,
with collective dephasing as the only dissipative process, we find M(S) = 2 for every even
number S of qubits. Although the obtained DFS basis states ∣ψ1⟩ and ∣ψ2⟩ look different
in each individual run of the optimization procedure due to the random nature of the
guess states, we can deduce a general rule for every even S by closely inspecting the
structure of the obtained states ∣ψ1⟩ and ∣ψ2⟩. Both states can be generated analytically
by the recursive formula

∣ψ(S)
1 ⟩ = 1√

2
(∣0⟩⊗ ∣ψ(S−2)

2 ⟩⊗ ∣1⟩ + ∣1⟩⊗ ∣ψ(S−2)
2 ⟩⊗ ∣0⟩) , ∣ψ(2)

1 ⟩ = 1√
2
(∣01⟩ + ∣10⟩) ,

∣ψ(S)
2 ⟩ = 1√

2
(∣0⟩⊗ ∣ψ(S−2)

1 ⟩⊗ ∣1⟩ − ∣1⟩⊗ ∣ψ(S−2)
1 ⟩⊗ ∣0⟩) , ∣ψ(2)

2 ⟩ = 1√
2
(∣01⟩ − ∣10⟩) .

(4.41)
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For S = 2 qubits, the two states ∣ψ(2)
1 ⟩ and ∣ψ(2)

2 ⟩ coincide with the Bell states ∣Ψ±⟩ =
(∣01⟩± ∣10⟩)/

√
2, which are maximally entangled two qubit states. Interestingly, for larger

S, the structure of the Bell states is somewhat preserved by the recursive formula. For
instance, the states ∣ψ(4)

1 ⟩ and ∣ψ(4)
2 ⟩ can be interpreted as “Bell states of Bell states”.

Therefore, the states ∣ψ(S)
1 ⟩ and ∣ψ(S)

2 ⟩ will be, in general, highly non-local states and
will most likely be multipartite entangled. The latter is unfortunately very difficult to
quantify [180, 181].

Our findings show that under certain conditions DFSs exist in qubit chains and that we
can reliably identify them employing the introduced optimization procedure. Especially
the combination of numerical optimization and the manual analysis of the structure of
the optimized states allows to deduce analytical formulas, which can afterwards easily
be verified numerically. The fact that we are able to obtain such a general analytical
formula in case of the qubit chain is exactly what numerical OCT hopes to achieve. To
this end, recall that numerical OCT is typically applied when the problem does not allow
for an analytical treatment. Hence, the ideal result of any numerical optimization is that
its results provide enough fundamental insights into the problem such that a solution can
afterwards be constructed analytically. We can therefore confirm that the introduced
optimization procedure works well and as intended.

It should be emphasized that searching for DFSs via OCT has some advantages in
contrast to determining them analytically. In general, OCT allows to tackle arbitrarily
complex systems and environments with the only restriction that the numerical costs
need to remain manageable. It can therefore tackle problems that might be intractable
analytically. Besides, another crucial advantages is that the optimization procedure
introduced in this chapter can even be used in systems where no DFS exists. In that case,
it allows to identify those states or subspaces, which are least affected by dissipation
— something the analytical approach is not capable of. This is interesting from two
different perspectives. On the one hand, the least dissipating subspace would be the
natural choice for encoding information and performing operations as it constitutes
the best available protection in a system where dissipation is inevitable. Moreover,
the least dissipating states, called pointer states [182], are for instance also relevant
to understand measurements in quantum mechanics [183] and are therefore interesting
by themselves. On the other hand, the non-existence of DFSs immediately raises the
question how the dynamics, determined by Dt,t0 , needs to change such that a DFS can
exist. This latter question can in principle be tackle in several ways. One possibility is
to control the open system’s Hamiltonian in such a way that missing symmetries are
added manually such that a DFS starts to exist. These controls can for instance be
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static or time-dependent control fields, as e.g. for dynamical decoupling [153, 154], or
any other controllable quantity of the system. First ideas in this direction can be found
in Ref. [184]. Alternatively, we can also try to alter the incoherent, i.e., dissipative, part
of the dynamics by controlling — in realistic limits — the environment’s impact in the
same spirit of quantum reservoir engineering [126]. Although we can not simply diminish
the environment’s interaction strength, since we can assume that this would otherwise
have already been done, we can usually add or adapt selective dissipative processes on
purpose such as to “symmetrize” the noise. As an example, let us consider the qubit
network described by Eq. (4.34), where the DFS originates due to the collective nature
of the noise. However, different qubits have typically different decay rates and collective
noise might therefore be unrealistic in practice. Nevertheless, by artificially enforcing
collective noise on all qubits, it could be possible to create a DFS manually. Conceptually,
this would mean that we deliberately deteriorate the dissipation in most parts of the
Hilbert space but improve it substantially in a small subspace. Numerical OCT would
again constitute a promising approach in order to identify the coherent control fields or
incoherent control knobs of the dynamics to achieve this. However, it would require us
to combine the current optimization procedure towards DFSs with a second optimization
loop for all kinds of control parameters that determine the coherent and incoherent
part of the dynamics. In case of time-dependent, coherent control fields, this second
optimization loop would require us to combine the DFS search with e.g. the GRAPE or
Krotov algorithm.

4.5 Functional Variations beyond Decoherence-Free Subspaces

In order to provide some possible future application of this algorithm, we generalize
it to also work for states and subspaces other than DFSs in the following. The main
motivation for this is that the identification of certain states and subspaces is relevant
beyond the search for DFSs and the subspace parametrization developed in Sec. 4.2
constitutes an excellent starting point for that. In fact, to use the optimization procedure
introduced so far for subspaces other than DFSs, we only need to define appropriate and
reliable functionals for these subspaces in order to quantify the success.
As one particular example, we formulate a functional that quantifies population

conserving subspaces (PCSs). These can be viewed as weaker forms of DFSs. While
a DFS requires conservation of the population within the subspace H′ ⊆ H as well as
unitary evolution for all states within it, a PCS is solely determined by the first property.
Hence, it is in general more likely to find a PCS in any system than to find a DFS. The
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former are especially interesting for quantum reservoir engineering, where dissipative
processes can be engineered such as to have a desired impact on a subspace and steer its
dynamics within it in a certain way. However, loss of population from the subspace is
rather difficult to counteract via engineered dissipation [185]. Hence, identifying PCSs for
a given system might be beneficial for creating quantum reservoir engineering protocols.

Starting from Eq. (4.4), we can easily modify it to read

Jpcs,t [H′] = 1
M2 ∥D̂′t,t0∥1 =

1
M2

M2

∑
m,n=1

∣⟪λm ⊕ 0∣Dt,t0 [λn ⊕ 0]⟫∣ , (4.42)

i.e., we replace the squared l2 norm by the l1 norm. By virtue of this, we effectively
replace ⟪. . .⟫2 by ∣ ⟪. . .⟫ ∣ in the sum, which in fact only measures population loss form
H′ ⊆H and is insensible for purity loss of the states λn ∈ LH′ . As long as the population
gets transferred for every initial state λn to any of the other states λm ∈ LH′ , the term
∑M

2
m=1 ∣ ⟪λm ⊕ 0∣Dt,t0[λn ⊕ 0]⟫ ∣ becomes one and is strictly smaller iff population is lost

into LH′� .

Another possible application is the identification of subspaces for quantum error correc-
tion (QEC). The latter can be seen as a different approach to negate the environment’s
detrimental influence. While DFSs avoid errors completely, QEC allows errors to occur
in certain subspaces. The latter subspaces need to fulfill the QEC criteria [186]

⟨ψi ∣E†
lEk ∣ψj⟩ = Ξlkδij , (4.43)

where Ξlk is a Hermitian matrix and El,Ek ∈ Eerr with Eerr the set of possible errors.
For quantum computing, a two dimensional subspaces is sufficient and we can restrict
our search to two states, ∣ψ1⟩ and ∣ψ2⟩, that fulfill the above criteria. A functional that
indicates how well any subspace H′ = span{∣ψ1⟩ , ∣ψ2⟩} performs in view of Eq. (4.43),
needs to measure (i) the Hermiticity of Ξlk, (ii) that Ξlk has no individual dependence on
the states ∣ψ1⟩ , ∣ψ2⟩ and (iii) whether the left hand side of Eq. (4.43) vanishes for i ≠ j.
A possible functional Jqec that is zero iff these criteria are fulfilled reads

Jqec [span {∣ψ1⟩ , ∣ψ2⟩}] = −∆herm [∥Ξψ1 −Ξ†
ψ1

∥
2

2
+ ∥Ξψ2 −Ξ†

ψ2
∥

2

2
]

−∆eq ∥Ξψ1 −Ξψ2∥
2
2 −∆diff ∥Ξψ1,ψ2∥

2
2 (4.44)
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where the three matrices Ξψ1 ,Ξψ2 and Ξψ1,ψ2 are defined as

(Ξψ1)lk = ⟨ψ1 ∣E†
lEk ∣ψ1⟩ , (Ξψ2)lk = ⟨ψ2 ∣E†

lEk ∣ψ2⟩ , (Ξψ1,ψ2)lk = ⟨ψ1 ∣E†
lEk ∣ψ2⟩

(4.45)

and ∆herm,∆eq,∆diff ≥ 0 are weights for the individual terms in Jqec. Note that in
contrast to the functionals presented previously, Eq. (4.44) is a time-independent quantity
without any information about the dynamics of the system. Nevertheless, it contains all
information about the type and structure of the noise via Eerr and thus might provide
a suitable starting point for exploring the error correction capabilities of any subspace
fulfilling Jqec = 0.

In a next step, a more sophisticated ansatz would require us to extend the functional
to also include information about the subspace’s capability to perform error syndrome
measurements. While a subspace H′ = span{∣ψ1⟩ , ∣ψ2⟩} that fulfills Eq. (4.43) is in general
capable of correcting errors, syndrome measurements need to be available in order to
detect the occurrence of errors in the first place. Hence, more terms are in general
required in Jqec to quantify this.
In order to conclude this chapter, we have introduced a new optimization procedure

that allows to search for decoherence-free subspaces by means of optimal control. We
have introduced a functional that quantifies whether a subspace H′ ⊆ H is a DFS and
furthermore introduced a parametrization for arbitrary subspacesH′ ⊆H— both designed
such that they are compatible with gradient-based optimization techniques. We have
successfully demonstrated the method’s performance by identifying DFSs in a network of
qubits and have moreover outlined the method’s capabilities to identify subspaces other
than DFSs.





5
Time-Optimal Qubit Reset

The availability of on-demand qubit reset is essential for any quantum technology [187].
Qubit reset — also referred to as qubit purification or initialization — describes the
process of transferring a qubit’s current state to a known pure state, usually its ground
state, which then defines the starting point for its further usage. This process needs
to be performed prior to any quantum technological application, if they are based on
qubits, and occasionally also during runtime as part of the quantum algorithm itself.
Examples for the latter are quantum computing [188–193] or quantum thermodynamical
machines [194–198]. Especially the requirement that a quantum device needs to start
from a known pure initial state of all qubits can be understood quite intuitively. Since
the outcome of a quantum technological application is typically stored in the final state
of all qubits and the entire dynamics is supposed to be unitary, this final state can only
provide meaningful information if its initial state is pure and known.

The fact that resetting a single qubit requires its dynamics to transfer every possible
qubit state, independent on whether it is mixed or pure, to the same pure target state
already emphasizes the strong non-unitary nature of this operation. Hence, this simple
observation immediately tells us that, in order to perform such an operation, some
sort of auxiliary system that renders the qubit dynamics non-unitary is needed. The
necessity for an auxiliary system can be explained very easily in the language of quantum
thermodynamics. Since the qubit’s purity can be regarded as its effective temperature —
with a pure state corresponding to zero temperature — the process of resetting a qubit

83
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basically describes thermodynamical cooling, i.e., export of entropy. Such an export
can not occur in closed systems nor can, for instance, the purity change under unitary
dynamics. Hence, we need the auxiliary system as an entropy dump and as a source of
non-unitarity. The equivalence of entropy export and purification can also be seen in
typical measures of quantum entropy, for instance like the von Neumann entropy [114],
its generalization the Rényi entropy [199] or the Tsallis entropy [200] to name a few.
While they differ in general, all these entropic measures become minimal iff they are
evaluated for a pure state.

Formally, the auxiliary system, required for resetting the qubit, is given by the anyway
ubiquitous environment or by a part of it. This makes qubit reset a very unique and
complex task compared to other quantum technological tasks. On the one hand, it
requires that, on a fundamental level, all qubits actively couple to their individual
environments such that resetting becomes feasible. On the other hand, however, this
coupling minimal still needs to be kept minimal such as not to impair any other qubit
properties due to ensuing environmental noise. Moreover, since the entropy needs to flow
from the qubit into the environment, their mutual coupling strength will determine the
overall time scale for this process. This raises another problem. While weak coupling
is advantageous as it minimizes environmentally induced noise on the qubits, it also
promotes very time consuming resets that, if these reset times start to dominate other
operations substantially, will slow down the operational speed of the entire quantum
technological application. Unfortunately, a large coupling between qubit and environment
is typically even worse, as it severely impairs the qubit and all of its operations due to
the ensuing substantial increase of dissipation.

One way out of this dilemma is to utilize an interaction between qubit and its envi-
ronment that can be controlled effectively, i.e., which is large when need and sufficiently
small otherwise. Conceptually, this can be done in two ways. Given a generally weak
coupling between the qubit and its environment, one possibility is to use tunable en-
vironments [201–205]. In that case, the natural thermalization of the qubit with its
environment is artificially accelerated by enhancing the effective environmental coupling
strength and thus the qubit’s decay rates. The thermal steady state would thereby
coincide with the qubit’s pure target state. This approach is therefore related to quantum
reservoir engineering [126]. Instead of using the qubit’s total environment as auxiliary
system, a slightly different approach is to selectively use only a single, strongly coupling
mode [206–208]. As long as the effective coupling between qubit and this auxiliary mode
can be controlled sufficiently well, this allows to exploit the fast time scale set by the
strong coupling and does not require the qubit to undergo any thermalization process,
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which is typically slower.
In practice, both variants, i.e., qubit reset that employs a tunable environment as

well as qubit reset that utilize a strongly coupled ancilla, require control over an open
quantum system. In detail, this on-demand qubit reset intrinsically relies on control
fields that activate and deactivate the reset process by controlling the environment’s
effective interaction with the qubit. Moreover, since qubit reset should in practice be
executed in minimal time and with highest fidelity, it constitutes an excellent problem
for optimal control.

In the this chapter, we will explore qubit reset from the perspective of optimal control.
In detail, we will be interested in bounds and limits in terms of minimal time and
maximally achievable qubit purity. In Sec. 5.1 we will consider a qubit reset protocol that
is based on a tunable environment. We will start from an analytical control scheme for
that purpose and, in the course of the section, replace this protocol by an optimized and
improved version. This will also allow us to identify its limits in time and fidelity. In the
remaining Secs. 5.2 and 5.3 we will then turn towards ancilla-based reset protocols. The
focus in Sec. 5.2 will be on the influence of initial correlations between qubit and ancilla
and how those can be turned into an asset for the reset protocol. In contrast, Sec. 5.3 will
assume uncorrelated initial qubit-ancilla states and thoroughly explore how the particular
type of qubit-ancilla interaction and local qubit control affects the fundamental limits
of the reset process. While we will identify those combinations of interaction and local
control which do not allow for qubit purification at all, we will also provide time-optimal
solutions for all remaining combinations.
Note that all results presented in this chapter are in stark contrast to close loop

feedback control techniques that can also be used to increase the purification rate of the
qubit in an iterative feedback loop [209–212]. However, such techniques do not allow to
identify fundamental limits.

5.1 Qubit Reset with a Tunable Environment

In this section, we will explore qubit reset via a tunable environment. To this end, we
will consider a model based on a physical setup introduced in Refs. [203, 213]. We will
furthermore use its proposed analytical reset scheme, which uses a single time-dependent
and tunable level splitting as control field, as a starting point for optimal control. By
subsequently lifting the restriction to a single control field, i.e., by extending the set of
controls, optimal control will allow us to explore the fundamental limits of qubit reset in
this particular setup.
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Figure 5.1: Schematic diagram of the physical scenario consisting of a qubit (q) linearly coupled
to a harmonic oscillator (R), which in turn is linearly coupled to a second harmonic oscillator
(L) that is in direct contact with a thermal environment. By temporally controlling the level
splittings ωq/L/R(t) of the qubit, the right and the left oscillator, we can effectively tune the
coupling strength of the environment and change the decay rates over several orders of magnitude.

The results presented in this section have been published in Ref. [214].

5.1.1 Model and Control Problem

The physical setup is given by a tripartite system consisting of two harmonic oscillators,
named left (subscript L) and right (subscript R) oscillator, and a qubit (subscript q) as
sketched in Fig. 5.1. We assume the two oscillators to be linearly coupled to each other
and the qubit to be exclusively coupled to the right oscillator. This scenario is modeled
by the Hamiltonian [213]

H(t) = ωL(t)a†
LaL + ωR(t)a†

RaR + ωq(t)σ+σ−
+ gLR(t) (a†

L + aL) (a†
R + aR) − igRq(t) (a†

R + aR) (σ+ − σ−) , (5.1)

where a†
L, a†

R and σ+ are the creation operators for the left oscillator, right oscillator
and qubit, respectively. The first three terms in Eq. (5.1) describe the free evolution of
the three subsystems, with ωq/L/R(t) being the time-dependent and controllable level
splittings of the qubit, the left and the right oscillator, respectively. The fourth and fifth
term describe how the right oscillator is coupled to the left oscillator and to the qubit,
respectively. Their time-dependent interaction strengths are given by

gLR(t) = g0
LR

¿
ÁÁÀωL(t)

ωR(t) , gRq(t) =
√
g0

RqωR(t), (5.2)
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where g0
LR is the resonant coupling strength between the two oscillators and g0

Rq is a
static coupling between the right oscillator and the qubit.
The Hamiltonian (5.1) can be simplified by applying a rotating-wave approximation

(RWA), assuming gRq(t) < g0
LR ≪ ωR(t). This results in [213]

H(t) ≈ ωL(t)a†
LaL + ωR(t)a†

RaR + ωq(t)σ+σ−
+ gLR(t) (a†

LaR + a†
RaL) + igRq(t) (a†

Rσ− − aRσ+) . (5.3)

Within this approximation, the number of excitations is a conserved quantity under unitary
evolution. Therefore, the total Hilbert space H of the system can be conveniently divided
into subspaces HN where the number of excitations N is constant, i.e., H =H0⊕H1⊕ . . . .
A state belonging to a subspace HN will thus remain within this subspace during any
coherent dynamics that is solely governed by Hamiltonian (5.3).

However, we consider the tripartite system to be open in the sense that it interacts with
an environment through one of its subsystems. Specifically, we take the left oscillator to
be linearly coupled to a thermal reservoir as sketched in Fig. 5.1. Since we want this
coupling to be relatively strong (compared to other environmental couplings), the right
oscillator is needed as an intermediate component in order to allow for decoupling the
qubit sufficiently well from the reservoir when it is used otherwise, e.g. in a computation.
This deliberate and strong interaction of the left oscillator with the resistor allows us
to safely neglect all other environments, e.g. those of the right oscillator and the qubit.
The argument is that other environments interact much weaker and therefore induce a
dynamics that occurs on a much slower time scale and thus do not contribute on the
faster time scale of the reset. Hence, the system-environment interaction Hamiltonian is
of the form [213]

HI = α (a†
L + aL)VR, (5.4)

where VR is an operator of the reservoir and α plays the role of an effective coupling
strength. In order to derive a master equation for the open system, we utilize its instanta-
neous eigenbasis {∣Ψn(t)⟩}, defined by H(t) ∣Ψn(t)⟩ = ωn(t) ∣Ψn(t)⟩, with {ωn(t)} being
the respective eigenvalues. In this representation, the system-environment interaction
can be rewritten as

HI = α∑
m,n

vmn ∣Ψm(t)⟩ ⟨Ψn(t)∣VR, vmn(t) = ⟨Ψm(t) ∣ a†
L + aL ∣Ψn(t)⟩ . (5.5)

Using the standard techniques based on a weak-coupling hypothesis and the Born-Markov
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and secular approximations, cf. Subsec. 2.2.1, it is possible to derive a Markovian master
equation for the open system, i.e., the tripartite system. The decay rates, responsible for
dissipation, are given by

Γmn(t) = α2∣vmn(t)∣2SR[ωmn (t) ], (5.6)

where ωmn(t) = ωm(t) − ωn(t) and SR(ω) is the real part of the Fourier transform of the
reservoir correlation function,

SR(ω) = ∫
+∞

−∞
ds eiωs ⟨VR(s)VR(0)⟩R , (5.7)

where the average ⟨. . .⟩R is taken over the thermal state of the reservoir and the operators
are expressed in the interaction picture with respect to the environment’s Hamiltonian.
This derivation yields a Lindblad master equation, cf. Eq. (2.21), that reads

d
dt
ρ(t) = −i [H(t), ρ(t)] + ∑

m,n

Γmn(t) (Lmn(t)ρ(t)L†
mn(t) −

1
2
{L†

mn(t)Lmn(t), ρ(t)}) ,

(5.8)

where the Lindblad operators are given by Lmn(t) = ∣Ψm(t)⟩ ⟨Ψn(t)∣ and describe transi-
tions among different eigenstates. Note that a more detailed derivation of the master
equation can be found in Refs. [213, 214]. The Hamiltonian H(t) can be controlled directly
by tuning the level splittings ωq/L/R(t). Most importantly, the Lindblad operators and
decay rates inherit the temporal dependence from the instantaneous eigenstates and
eigenvalues, which in fact depend on ωq/L/R(t). As a consequence, Eq. (5.8) goes beyond
the description based on static decay channels with constant rates that is used for most
engineered protocols [130, 215–217]. It is thus one particular example for a time-local
Lindblad master equation (2.21).

Unfortunately, solving the full master equation (5.8) is numerically rather challenging.
In the following, we will therefore limit our calculations to a finite number of subspaces
HN . In detail, we will consider the dynamics of the open system in the two subspaces H0

and H1, i.e., the subspace with no excitations, H0 = span{∣0,0, g⟩}, and that with a single
excitation, H1 = span{∣0,0, e⟩ , ∣0,1, g⟩ , ∣1,0, g⟩}, where we have used the conventional
short notation ∣i, j, k⟩ = ∣i⟩L ⊗ ∣j⟩R ⊗ ∣k⟩q. In the reduced Hilbert space H =H0 ⊕H1 and
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its basis {∣0,0, g⟩ , ∣0,0, e⟩ , ∣0,1, g⟩ , ∣1,0, g⟩}, Hamiltonian (5.3) reads

H(t) =

⎛
⎜⎜⎜⎜⎜
⎝

0 0 0 0
0 ωq(t) −igRq(t) 0
0 igRq(t) ωR(t) gLR(t)
0 0 gLR(t) ωL(t)

⎞
⎟⎟⎟⎟⎟
⎠

. (5.9)

This simplified model of the tripartite system can be solved analytically in the basis
of the instantaneous eigenstates ∣Ψ1(t)⟩ , ∣Ψ2(t)⟩ , ∣Ψ3(t)⟩ ∈ H1 and the ground state
∣Ψ0⟩ = ∣0,0, g⟩.
In the following, we will exclusively account for population decay from the excited

states in H1 to the ground state ∣Ψ0⟩ as the only incoherent process. Since we can in
general assume the environmental temperature to be sufficiently low such that other
incoherent processes are strongly suppressed, we will neglect them. This especially
involves the reverse process of thermal excitation. Due to restricting the Hilbert space
and assuming low environmental temperature, we obtain a simplified version of Eq. (5.8),

d
dt
ρ(t) = L(t) [ρ(t)] ,

= −i [H(t), ρ(t)] +
3
∑
n=1

Γn0(t) (Ln(t)ρ(t)L†
n(t) −

1
2
{L†

n(t)Ln(t), ρ(t)})
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

Ldiss(t)[ρ(t)]

(5.10)

where the only three remaining time-dependent Lindblad operators are given by Ln(t) =
∣Ψ0⟩ ⟨Ψn(t)∣, n = 1,2,3.

The model, as introduced so far, is quite general. In order to proceed with the derivation
and to obtain analytical formulas for the Lindblad operators and the decay rates, we
need to make specific assumptions. Therefore, we will now sketch a possible experimental
realization. It will imply certain constraints and specific functional dependencies between
the bare frequencies of the three subsystems, ωL(t), ωR(t), ωq(t), and their respective
couplings. The model described by Hamiltonian (5.1) can for instance be realized by
means of a superconducting qubit coupled to two LC resonators [213]. The resonators
behave effectively as quantum harmonic oscillators, the tunable frequencies of which
are determined by the capacitance C and a controllable, time-dependent inductance
L(t), i.e., ωL/R(t) = 1/

√
LL/R(t)CL/R. In this implementation, the couplings between the

components can be expressed as functions of the physical parameters of the system and
the bare resonator frequencies [213]. The assumption of sufficiently cold environments is
also well fulfilled for superconducting qubits [218].
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The reservoir is realized by connecting a resistor to the left resonator, cf. Fig. 5.1, with
VR in the interaction Hamiltonian (5.4) describing voltage fluctuations over the resistor.
The resistor can be modeled as a thermal environment of bosonic modes [12] with the
environmental correlation function (5.7) corresponding to the Johnson-Nyquist spectrum,

SR(ω) = 2Rω
1 − e−ω/kBTenv

, (5.11)

where R is the resistance of the resistor and Tenv denotes its temperature [12]. At
low temperature, the spectral function (5.11) strongly suppresses emission of thermal
excitations from the resistor so that indeed the population decay is the leading-order
dissipative process. The decay rates can be expressed as [213]

Γn0(t) = Γ0 ∣⟨Ψ0(t) ∣ a†
L + aL ∣Ψn(t)⟩∣

2 ωL(t)ωn(t)
ωR(t)2

1
1 − e−ωn(t)/kBTenv

, (5.12)

where Γ0 plays the role of a static decay rate. Note that the decay rates fulfill the detailed
balance condition [213]

Γmn(t) = exp{−ωmn(t)
kBTenv

}Γnm(t), (5.13)

which implies suppression of thermal excitations at low temperatures and therefore
constitutes just another justification that we only need to account for thermal decay
processes.

With Hamiltonian (5.9) and analytical expressions for the Lindblad operators and
decay rates, cf. Eq. (5.10), we can now have a closer look at the actual qubit reset
problem. From an optimal control perspective, we want the qubit to be in its ground
state ∣g⟩ at final time T — independent on its initial state. While this is sufficient for a
standard reset task, it is unfortunately not enough in the current case. Since resetting
the qubit implies export of entropy from the qubit into the thermal environment, i.e., the
resistor, it also implies that the entropy necessarily needs to pass through both harmonic
oscillators during the reset process. Hence, we must ensure that the entropy is not
only removed from the qubit but actually from the entire tripartite system. Otherwise
the entropy might get transferred back to the qubit in an uncontrolled fashion later
on. This can be avoided by ensuring that all excitations from H1, i.e., no matter in
which subsystem they are initially located, are transferred to the total ground state
∣Ψ0⟩ = ∣0,0, g⟩. It therefore corresponds to a full reset of the entire tripartite system. In
terms of optimal control, we can ensure this by choosing the final-time functional JT to
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read

JT [{ρl} , T ] = 1 − 1
3

3
∑
l=1

⟪ρtrgt∣DT,t0[ρl(t0)]⟫ , ρtrgt = ∣Ψ0⟩ ⟨Ψ0∣ , (5.14)

where the set of initial states {ρl(t0)} is given by the three basis states {∣0,0, e⟩ , ∣0,1, g⟩ , ∣1,0, g⟩}
for H1 converted to density matrices. Since JT ∈ [0, 1] measures the remaining population
in H1 at final time T , it corresponds to the error of the reset protocol. Hence, an ideal
protocol is given by JT = 0.
We will minimize the final-time functional JT employing Krotov’s method, cf. Sub-

sec. 2.3.5, in the following. Note that this optimization problem is also particularly
interesting from a control theoretical perspective, since it is modeled by a time-local
master equation with an explicitly time-dependent dissipative part. The latter allows to
actively modify both the Hamiltonian, which controls the coherent part of the dynamics,
as well as the dissipator, which is typically time-independent and can therefore not be
modified actively [9]. In order to use Krotov’s method for this purpose, we need to be
able to calculate the analytical derivatives of the Liouvillian L(t) with respect to the
control fields {Ek}, i.e., {ωL, ωR, ωq} in our case. Since both the Hamiltonian H(t) and
the dissipator Ldiss(t) depend on the control fields, this derivative reads, cf. Eq. (5.10),

∂L ({Ek′})
∂Ek

ρ = −i [∂H ({Ek′})
∂Ek

, ρ] + ∂Ldiss ({Ek′})
∂Ek

ρ. (5.15)

While the derivative of the Hamiltonian with respect to ωL, ωR and ωq is straightforward
to calculate, cf. Eq. (5.9), the derivative of the dissipator Ldiss(t) with respect to
those fields is rather complicated to evaluate. This is due to the dependence of the
decay rates Γn0(t) and Lindblad operators Ln(t) on the instantaneous eigenvalues ωn(t)
and eigenstates ∣Ψn(t)⟩, which are themselves complicated functions of ωL, ωR and ωq.
However, the required derivatives of ωn(t) and ∣Ψn(t)⟩ with respect to ωL, ωR, and ωq

can be evaluated analytically employing computer software.

5.1.2 Optimization of the Original Protocol

We start exploring the reset problem by considering the analytical protocol that has
been derived for the setup sketched in Fig. 5.1 and introduced in Ref. [213]. In this
original protocol, only the left oscillator frequency ωL(t) has been time-dependent and
controllable. The frequencies of the right oscillator and qubit, ωR and ωq, have been
constant and we will keep them constant within this subsection. This analytical protocol
is based on a simple choice for ωL(t), which consists of two stages, namely ωL(t) = ω+
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initial left oscillator frequency ωL0/2π 11.5 GHz
right oscillator frequency ωR/2π 10.0 GHz

qubit frequency ωq/2π 9.5 GHz
static coupling between right oscillator and qubit g0

Rq/2π 68 MHz
static coupling between left and right oscillator g0

LR/2π 74 MHz
static decay rate Γ0 31 MHz

environmental temperature Tenv 10 mK

Table 5.1: Parameters used in the calculations for the setup shown in Fig. (5.1). The parameters
are taken from Ref. [213] and correspond to an experimentally feasible circuit QED realization.
Tenv is a typical temperature for dilution refrigerators used to operate superconducting qubits [218].

and ωL(t) = ω−, and the condition ωL(t0) = ωL(T ) = ωL0 for its initial and final value.
The value of ωL(t) between different stages is changed by smooth ramps. The entire
protocol reads

ωL(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ωL0 → ω+, t0 ≤ t < tR;
ω+, tR ≤ t < T /2;
ω+ → ω−, T /2 ≤ t < T /2 + tR;
ω−, T /2 + tR ≤ t < T − tR;
ω− → ωL0 , T − tR ≤ t ≤ T ;

(5.16)

where T /2 is the hold time at each stage, and tR ≪ T is the ramping duration. The
individual ramps follow the formula

ωL(t) = ωin + (ωout − ωin) f ( t − tin
tout − tin

) (5.17)

with f(x) = 6x5 − 15x4 + 10x3, which ramps ωL(t) smoothly from its respective initial
value ωin to the intended final value ωout as time t goes from tin to tout. The operational
points ω+ and ω− in Eq. (5.16) have been chosen such that Γ20(t) ≈ Γ30(t) in the case
of ω+ and Γ10(t) ≈ Γ20(t) for ω−, where the two identical rates are always as large as
possible [213]. This choice guarantees that any excitation in H1 decays at some point
during the protocol, since Γn0(t) describes the decay from ∣Ψn(t)⟩ into the target state
∣Ψ0⟩. We will refer to this scheme as protocol of sequential resonances (SR). The physical
parameters for the tripartite system are summarized in Table 5.1.

We start by inspecting the performance of the original, analytical and non-optimized
version of the SR scheme [213]. The solid blue line in Fig. 5.2 shows its performance as
function of the protocol duration T . It shows a rapid approach towards errors JT as
small as 10−6 for T = 2000 ns. Although this is sufficiently small for most applications, the
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Figure 5.2: Excited state population JT , Eq. (5.14), as a function of the protocol duration T
for different control fields. SR denotes the original protocol utilizing sequential resonances with
the resistive environment [213], CP refers to a protocol with only constant fields, and OP1, OP2,
and OP3 are results obtained with SR or CP as guess control fields to start the optimization
(see main text for detailed explanations). An optimization targeting equal dissipation rates, cf.
Eq. (5.18), instead of minimizing JT is labeled by ER. The inset highlights the speedup due to
the optimization, by comparing the durations for which the optimized protocols and the SR reach
an error of JT = 10−4. All physical parameters are summarized in Table 5.1.

SR exhibits a plateau for longer durations, which prevents it from reaching significantly
smaller errors. This plateau is caused by population being locked in the excited state
of the right oscillator — an unfavorable feature that is apparently not resolvable by
simply extending the protocol duration T . However, taking Eq. (5.16) as the initial guess
field for an optimization using Krotov’s method, the green dashed double-dotted line in
Fig. 5.2 shows that, depending on T , an improvement of up to two orders of magnitude
in the error JT compared to the SR is possible. In addition, this optimized protocol
(referred to as OP1) even resolves the issue of the plateau by reaching errors JT < 10−7.
However, the improvement with respect to the original protocol duration is comparatively
modest as the inset of Fig. 5.2 illustrates. Taking e.g. JT = 10−4 as a sufficiently small
error, the speedup with respect to the SR is roughly ∆T ≈ 280 ns.

Figure 5.3 compares the dynamics of the original protocol SR and its optimized
version OP1 for a protocol duration of T = 1500 ns. It shows the population of the
excited eigenstates in Figs. 5.3(a), their respective decay rates in Fig. 5.3(b) and the
control field ωL(t) that generates the dynamics in Fig. 5.3(c). However, before having
a closer look at the dynamics under the optimized field, it is instructive to understand
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Figure 5.3: Dynamics for the SR (dashed lines) and its optimized version OP1 (solid lines) for
a protocol duration of T = 1500 ns, cf. Fig. 5.2. (a) Population in the three eigenstates of the
excited subspace H1. (b) Decay rates Γn0(t), cf. Eq. (5.12), from H1 into the total ground state
∣Ψ0⟩. (c) Left oscillator frequency ωL(t) following the original two stage protocol of Eq. (5.16).
The two stages are still visible in the optimized version, with modulations on top, as highlighted
by the two insets. The shaded area in the left inset corresponds to fast oscillations, which are
not resolved due to the linewidth. (d) and (e) show the frequency spectra of the optimized
level splitting ωL(t) from the left and right insets of (c), respectively. The vertical lines indicate
frequency differences, ωi↔j ≡ ∣ωi − ωj ∣ with ωi = ωi(ωL) being the instantaneous eigenvalues.

the dynamics under the analytical field (5.16), shown as dashed lines in Fig. 5.3. We
find that the original two-stage protocol (SR) acts as intended, i.e., the population
decays from all three eigenstates of H1. However, it is important to note that the
intermediate ramp from ω+ to ω− transfers a significant amount of population from
∣Ψ1(t)⟩ to ∣Ψ2(t)⟩. Hence, Γ20(t) needs to be sufficiently large also during the second
stage, which is guaranteed by the choice of ω− and ω+ that ensures Γ20(t) to be large
in both stages. Such a population transfer between different eigenstates within H1

occurs due to non-adiabatic transitions caused by changes of those particular eigenstates.
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The origin of these non-adiabatic transitions is that the Hamiltonian (5.9), if expressed
in its eigenbasis {∣Ψ0⟩ , ∣Ψ1(t)⟩ , ∣Ψ2(t)⟩ , ∣Ψ3(t)⟩} and adapted to satisfy the Lindblad
master equation (5.10), contains terms like −i ∣Ψn(t)⟩ ⟨Ψ̇m(t)∣, which describe an effective
coupling between ∣Ψn(t)⟩ and ∣Ψm(t)⟩. These couplings become small for adiabatic, i.e.,
slow, changes in the eigenstates or vanish completely if they are constant. However, the
relatively fast ramps of ωL(t) necessarily cause the eigenstates to change rapidly and
therefore give rise to significant non-adiabatic couplings and the observed population
transfer. It should nevertheless be noted that the population transfer between different
eigenstates due to non-adiabatic transitions is always accompanied by a contribution
originating from the change in the eigenstates themselves.

A similar reasoning readily explains the structure of the optimized control field in
case of OP1, shown as solid line in Fig. 5.3(c). Compared to the SR, the optimization
effectively shifts the base levels of ωL at both stages and adds oscillations on top. This
results in an increase of Γ10(t) and a decrease of Γ20(t), cf. Fig. 5.3(b) — in particular
during the protocol’s second stage. This directly causes the population of ∣Ψ1(t)⟩ (∣Ψ2(t)⟩)
to decay faster (slower). The additional oscillations, even though having small amplitude,
drive non-adiabatic transitions between ∣Ψ1(t)⟩ and ∣Ψ2(t)⟩, which primarily transfer
population from the slow decaying state ∣Ψ2(t)⟩ to the fast decaying state ∣Ψ1(t)⟩, cf.
Fig. 5.3(a). This becomes even more clear by inspecting Figs. 5.3(d) and 5.3(e), which
show the spectra corresponding to the insets of Fig. 5.3(c). In both cases, the frequencies
match the differences between various eigenvalues ωn, evaluated for ωL = ω+ and ωL = ω−
in the left and right inset, respectively. Whereas the spectrum shown in Fig. 5.3(d) is
dominated by a peak at ω2↔3, which does not seem to have a noticeable impact on the
dynamics, Fig. 5.3(e) exhibits a peak at ω1↔2 and is responsible for the above-mentioned
population transfer between ∣Ψ1(t)⟩ and ∣Ψ2(t)⟩. The combination of increasing decay
rates and engineered population transfer results in the excitation to decay more efficiently
from both states. The required control of the left oscillator frequency ωL(t) can, for
instance, be achieved by Josephson parametric amplifiers [219].

In summary, the optimization studied in Fig. 5.3 changes both the coherent and
dissipative part of the evolution compared to the SR, creating non-adiabatic transitions
by suitably modulating ωL(t) and adapting the decay rates Γn0(t) accordingly. Both
effects are necessary to explain the observed improvement with respect to the SR. In order
to demonstrate that this interplay of adapting the decay rates and driving non-adiabatic
transitions between the eigenstates is crucial for the success of the reset protocol, Fig. 5.2
also shows optimization results where the dynamics has been completely ignored in the
optimization process. In this case, the minimization of Eq. (5.14) via minimizing the total
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functional (2.32) with Krotov’s method has been replaced by a total functional targeting
equal dissipation rates (ER). In detail, ωL(t) has been optimized to yield R1 ≈ R2 ≈ R3

(with each Ri as large as possible), where

Rn = ∫
T

0
Γn0(t)dt, i = 1,2,3, (5.18)

are the time-integrated dissipation rates which are independent of the system dynamics.
Since we have analytical expressions for the decay rates, such an optimization does not
require any information from the time-evolved states. The naive assumption behind
this optimization is that, since all states ρ1, ρ2, ρ3 are equally important and weighted in
Eq. (5.14), equal dissipation from all of them may be a good choice to decrease the error
JT . However, this is not the case as Fig. 5.2 demonstrates. This emphasizes the crucial
interplay of coherent and dissipative dynamics for the problem at hand.

5.1.3 Optimization with an Extended Set of Control Fields

So far, only the left oscillator frequency ωL(t) has been utilized for the reset protocol, as
it has been the only time-dependent, controllable field in the analytical SR as well as
its optimized version OP1. In the following, we therefore assume the frequencies of the
right oscillator and of the qubit, ωR(t) and ωq(t), to be time-dependent and controllable
as well. The rationale is that this will readily extend the general possibilities of the
reset protocol, since the eigenvalues ωn(t) and eigenstates ∣Ψn(t)⟩, n = 1,2,3, depend
non-trivially on all three frequencies, ωL, ωR and ωq. Thus, changing any of the two
newly time-dependent fields may affect the dynamics and reset task beneficially. In other
words, more control fields give the optimization more flexibility to steer the dynamics in
the desired way and engineer the dissipation rates more appropriately.
Since we already know that the reset protocol crucially depends on the interplay of

coherent dynamics and engineered dissipation rates, we first inspect in Fig. 5.4 how
the decay rates change as a function of the three level splittings ωL, ωR, and ωq. In
general, with ωL being the only time-dependent field and ωR and ωq being fixed with
their parameters as in Table 5.1, any optimization with these restrictions can only access
decay rates described by the lower axes of the middle column of Fig. 5.4. The two spots
of the SL are marked by a blue cross for ωL = ω+ and an orange cross for ωL = ω− and
deviating from these spots, i.e., changing ωL, implies moving on this lower axis. However,
with ωR and ωq now being time-dependent as well, the optimization can access the full
space of decay rates. Two important observations can be made from Fig. 5.4 in that
respect. On the one hand, we observe that the decay rates are still mutually exclusive in
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Figure 5.4: Decay rates Γn0 from the excited subspace H1 into the total ground state ∣Ψ0⟩, cf.
Eq. (5.12), as a function of level splittings ωL and ωR and for three different values of ωq (as
indicated on top of each column). The decay rates for the two stages ωL = ω+ and ωL = ω− of the
SL are marked by a blue and orange cross, respectively.

the sense that there exists no combination such that two or more of them are maximal
at the same time. It is only possible that two of them are simultaneously large but not
maximal. An example for the latter is given by the two stages ω+ and ω−. On the other
hand, the attainable total maximum of each individual decay rate as a function of all
three controls ωL, ωR and ωq does not change. Hence, adjusting ωR or ωq in addition to
ωL does not yield essentially larger rates, and there will not be a significantly faster decay
to the ground state. Nevertheless, although no direct improvement is to be expected
from simply increasing the decay rates, i.e., due to the dissipative part of the dynamics,
one may still achieve an improvement by more appropriately steering the coherent part.

Figure 5.2 also includes optimization results (referred to as OP2) for the case where all
three frequencies are time-dependent. The initial guess fields have been chosen according
to the SR, i.e., taking Eq. (5.16) for ωL(t) and constant values for ωR(t), ωq(t). As
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evidenced by Fig. 5.2, despite the extended set of controls, the optimization does not yield
errors JT significantly below the case where ωL(t) is the only time-dependent control
field. This finding is reproducible even when using different sets of controls, for instance
such as only using ωq(t) and ωL(t) or only using ωq(t) and ωR(t). Therefore, we expect
that using further control fields beyond ωL(t) does not allow us to steer the coherent
part of the dynamics more efficiently.

In order to study and justify this expectation in more detail and evaluate the general
impact of the guess fields, it is necessary and instructive to conduct further optimizations
with all three possible controls. However, since the optimized solution depends strongly
on the initial guess fields, we will now choose guess fields that differ substantially from
the SR. To this end, the right oscillator and qubit frequencies, ωR(t) and ωq(t), can
initially again be chosen constant. Conversely, in order for ωL(t) to differ from the two
stages of the SR, we can choose it effectively constant, namely as ωL(t) = (ω+ + ω−)/2
with additional ramps in the beginning and end to ensure that ωL starts and ends at
ωL0 . Due to this choice, Γ20(t) is almost maximal during the entire protocol, whereas
Γ10(t) and Γ30(t) are both orders of magnitude smaller. In terms of Fig. 5.4, this
operational point is just the middle between the blue and orange cross. In consequence,
only population in ∣Ψ2(t)⟩ decays fast while the population in the other two excited
eigenstates ∣Ψ1(t)⟩ and ∣Ψ3(t)⟩ is almost conserved, since, due to the constancy of the
guess fields, no non-adiabatic transitions reshuffle the population. Hence, extending the
protocol duration T will obviously not resolve the problem. The performance of this
constant protocol (CP) is included in Fig. 5.2 and yields, as expected, very large reset
errors JT . We might therefore call this a rather bad choice. Nevertheless, by taking the
constant fields as guess fields, the optimization (referred to as OP3) is again able to find
optimized control fields that yield similarly small errors JT as before, cf. OP3 with OP1
and OP2 in Fig. 5.2.

We again analyze an exemplary dynamics for T = 1500 ns in Fig. 5.5. Figure 5.5(a)
shows the population dynamics. As expected, the population in ∣Ψ2(t)⟩ decays rapidly
under the constant guess fields, while ∣Ψ3(t)⟩ exhibits only slow decay and the population
in ∣Ψ1(t)⟩ is almost constant. The respective decay rates and control fields are shown
in Figs. 5.5(b) and 5.5(c). Interestingly, the optimization OP3 leaves the base levels
of each control field unchanged while again only adding small oscillations on top. In
consequence, the decay rates do not change in magnitude but exhibit small oscillations
as well. Thus, since Γ20(t) is essentially already maximal by choice of the constant
guess fields, cf. Fig. 5.4, there is no possibility for the optimization to further increase it.
Instead, the optimization ensures that all excitations are coherently transferred, again via
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Figure 5.5: Dynamics obtained with the constant protocol CP (dashed lines) as guess and its
optimized version OP3 (solid lines). The panels are as in Fig. 5.3 with the small insets in (b) and
(c) providing a closer look at the shapes of the optimized fields, respectively decay rates, compared
to their non-optimized, constant counterparts. Panel (d) shows the spectra of all optimized fields
from panel (c).

engineered non-adiabatic transitions, to this strongly decaying state — in our example
from ∣Ψ1(t)⟩ and ∣Ψ3(t)⟩ to ∣Ψ2(t)⟩, as evident from Fig. 5.5(a). Thus, we find a similar
reset strategy as in Fig. 5.3: The control fields are tailored such that a single decay rate
(at least in theory not necessarily the same at different times) is maximal and population
is transferred coherently into this strongly decaying state.
Especially with the insights from the control strategies of OP1 and OP3, illustrated

in Figs. 5.3 and 5.5, we expect the same unique reset strategy to be feasible for essen-
tially any combination of control fields and choice of guess fields. This follows from
the decay rates being mutually exclusive, cf. Fig. 5.4, i.e., if one state from the set
{∣Ψ1(t)⟩ , ∣Ψ2(t)⟩ , ∣Ψ3(t)⟩} has a maximal decay rate, the other two states necessarily de-
cay much slower. Hence, all that is required is to ensure coherent population transfer into
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this state, which seems to be always possible by tailoring the control fields appropriately
via optimal control.

Another interesting result from extending the set of control fields is that the addition
of further control fields beyond ωL(t) does not result in significantly smaller errors JT ,
cf. Fig. 5.2. In fact, our results suggest that ωL(t) alone is already sufficient to fully
control the decay rates and engineer the required population transfer for the identified
strategy to work. Nevertheless, while additional control fields beyond ωL(t) might not
be necessary from a control theoretical perspective, we have demonstrated that the same
small reset error can also be achieved with different sets of controls. This observation
is still valuable as it increases the flexibility for its realization and is thus potentially
beneficial in experiments — especially if certain control fields are experimentally more
convenient to implement than others.
Finally, inspecting Fig. 5.2 suggests that we have actually identified the quantum

speed limit for the reset protocol for the tripartite scenario sketched in Fig. 5.1. While
it should be kept in mind that numerical optimal control can never provide a rigorous
mathematical proof of (time-)optimality, our numerical results strongly support this
assumption. On the one hand, all different sets of control fields and guess choices (even
those not shown in Fig. 5.2) converge to roughly the same final error JT which is only
defined by the protocol duration T . On the other hand, the structure of the decay rates,
cf. Fig. 5.4, only allows for large decay rates if they are mutually exclusive. Hence, the
identified control strategy that reshuffles the population of all excited states into the only
strongly decaying one seems to be quite general.
To briefly conclude this section, we have investigated a reset protocol that utilizes a

tunable environment. Starting from an analytical reset scheme proposed in Ref. [213], we
have demonstrated that the reset can be improved in fidelity and time when optimized
control fields are used. We have furthermore shown that similarly small reset errors can
be achieved with various combinations of conceivable control fields and are therefore
convinced that we have identified the quantum speed limit for the considered physical
setting.

5.2 Qubit Reset with an Ancilla System

In contrast to a reset protocol that utilizes a tunable environment for qubit reset, in
this section we will now switch to qubit reset employing a single ancilla system from the
environment. While both reset strategies rely on an effectively controllable coupling to
an environment or environmental mode, qubit reset via an ancilla system typically allows
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for a larger variety in the qubit’s dynamics. This is due to the ancilla’s strong coupling
to the qubit, which, for instance, allows the qubit dynamics to become non-Markovian.
This has not been possible for the reset task considered in the last section or for driven-
dissipative dynamics in general [126, 220–222]. Another aspect that can be ignored for
weakly coupled environments, independent on whether their effective coupling is static
or tunable due to a drive, but becomes relevant for strongly coupled ancillas, is that
such strong couplings between system and ancilla, i.e., between system and environment,
are usually accompanied by an increasing chance for these modes to become correlated.
While correlations, and especially entanglement, between qubits are a key feature and
advantage for many quantum technologies, correlations of a qubit — or more generally
an open quantum system — with its environment typically cause problems when using
it. Hence, a reliable qubit reset does not only need to map the qubit to a pure state
but should also erase all initial correlations with the environment or any other mode. In
terms of reset fidelity, this problem is solved if we are able to reset the qubit to a pure
state, since a pure state implies vanishing correlations with any other mode. However,
the problem raised by initial correlations is rather whether we are able to erase them at
all and how their presence at initial time influences the reset protocol’s fidelity and time.
Thus, in the following section we will focus on resetting an initially correlated qubit using
optimized control fields. The results in this section are based on Ref. [223].

5.2.1 Model and Control Problem

The open system considered in the following consists of a single qubit in interaction with
an external field. Its Hamiltonian reads

HQ(t) = −ωQ

2
σQ

z − E(t)
2
σQ

z , (5.19)

where ωQ is the qubit’s level splitting and E(t) a control field that can be used to steer
the qubit’s dynamics and that we will optimize via optimal control. σi, i = x,y, z, are the
usual Pauli matrices.
We assume the qubit to interact with an environment that, in general, gives rise to

non-Markovian dynamics. Although such an environment can take various forms, we will
take a very simple realization where it is given by a single mode that couples weakly
to a large environment of harmonic modes [224]. This mode, which will act as our
ancilla system for the reset, is taken to be another two-level system with Hamiltonian
HA = −ωAσ

A
z /2 and level splitting ωA. Figure 5.6 sketches the setup of qubit, ancilla

and remaining environment. In this model, the ancilla is not necessarily weakly coupled
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ancillaqubit J reservoirκ
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E(t)

Figure 5.6: A sketch of the physical setup. We consider a qubit (Q) strongly coupled to an
ancilla two-level system (A) that is in fact weakly coupled to a reservoir. The ancilla and reservoir
together define the total environment for the qubit. Due to the strong coupling J between qubit
and ancilla, the qubit dynamics may become non-Markovian. The ancilla and reservoir couple
with strength κ. The qubit couples to the reservoir only indirectly.

to the open system. We therefore treat the interaction between the open system, i.e.,
the qubit, and the ancilla exactly, i.e., we do not employ an effective description of the
reduced qubit dynamics in the spirit of a master equation. This allows us to fully capture
the correlations between qubit and ancilla in whose influence on the reset process we
are interested in. For the rest of the environment, i.e., the environment of harmonic
oscillators, we employ the usual approximations, summarized in Subsec. 2.2.1, which lead
to the standard Markovian master equation, cf. Eq. (2.21), for the joint state ρ(t) of
qubit and ancilla [49, 52, 224, 225],

d
dt
ρ(t) = −i [H(t), ρ(t)] +Ldiss [ρ(t)] ,

Ldiss [ρ(t)] = ∑
k=1,2

κ(Lkρ(t)L†
k −

1
2
{L†

kLk, ρ(t)}) , (5.20)

with the Hamiltonian for the bipartite system of qubit and ancilla given by

H(t) = HQ(t)⊗ 1A + 1Q ⊗HA +HI (5.21)

and their static interaction by

HI = J (σQ
x ⊗ σA

x ) . (5.22)

The Lindblad operators Lk in Eq. (5.20) model the thermal equilibration of the ancilla
induced by the remaining reservoir and correspond to those of the optical master equa-
tion (2.16). In terms of operators on the bipartite Hilbert space H = HQ ⊗HA they
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read

L1 =
√
N + 1 (1Q ⊗ σA

− ) , L2 =
√
N (1Q ⊗ σA

+ ) , (5.23)

where N = 1/ (eβωA − 1) is the Planck distribution and β the inverse thermal energy of
the reservoir. The state of the qubit ρQ(t), in which we are exclusively interested in, is
obtained by tracing out the ancilla degrees of freedom. This model constitutes one of the
simplest realization to describe the qubit’s generally non-Markovian dynamics by using
the separation of the total environment into a strongly and weakly coupled part, i.e., into
a primary and secondary environment. This has been introduced in detail in Subsec. 2.2.2
and, for the general case, sketched in Fig. 2.1. Hamiltonian (5.21) is therefore equivalent
to Heff

S (t) in Eq. (2.24) and the influence of the secondary environment, here given by
the reservoir, is described by the Lindblad master equation (5.20).

Resetting the qubit requires transferring its initial state to a pure target state. In the
following, this pure target state will be the qubit’s ground state, which is typically chosen
and the reason why resetting the qubit is sometimes also referred to as cooling. Besides
the quantum thermodynamical aspect of qubit reset, which already justifies the term
“cooling”, it can also be explained by inspecting the decay rates of the optical master
equation, i.e., Eq. (2.16). They reveal that in case of cold environments with large β
and thus vanishing N , the environment induces the desired incoherent decay into the
qubit’s ground state. Hence, bringing the qubit in contact with a cold environment is
theoretically sufficient for resetting it. In the model described by Fig. 5.6 this is not
an option, since we assume that the environment, and especially the reservoir, which
describes the largest part of the total environment, is simply not sufficiently cold for this
to work. Moreover, we want to explore the fast time scale set by the strong coupling
to the ancilla and not the slow one induced by the remaining environment. This is
possible, since we assume an exchange interaction between qubit and ancilla of the form
HI = J(σQ

x ⊗σA
x ), which allows the exchange of entropy. On the one hand, we assume the

coupling J between qubit and ancilla to be much larger than the coupling κ. Otherwise
the dynamics of the qubit would be Markovian and its reset would again be a simple
thermalization process. On the other hand, J is still small with respect to the level
splittings ωQ and ωA of qubit and ancilla. The corresponding timescale separation ensures
detailed balance and accordance with the second law of thermodynamics [226].

As a remark, note that both the interaction HI = J(σQ
x ⊗ σA

x ), cf. Eq. (5.22), and the
type of local control Hctrl(t) = −E(t)σQ

z /2, cf. Eq. (5.19), can also be chosen differently
and still give rise to an entropy exchange between qubit and ancilla. We will delve deeper
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into different interactions and local controls in Sec. 5.3. For the moment, however, we
will restrict ourselves to these choices.

Our main goal in this section will be to analyze the impact of initial correlations
between qubit and environment, i.e., between qubit and ancilla, on the reset protocol.
We will therefore take several initial states for the qubit and the ancilla into account.
Since the ancilla is physically part of the total environment, we always assume it to be
initially in thermal equilibrium with the reservoir. In order to fully understand the role
of initial correlations between qubit and ancilla, we first start by understanding qubit
reset if both systems are initially uncorrelated, i.e., are factorized, and generalize it to
correlated states later. For the sake of comparability, we will assume that the initial state
of the qubit is quasi-thermalized with the reservoir as well. The respective initial state
for qubit or ancilla reads

ρth
α = e

xα ∣0⟩ ⟨0∣ + e−xα ∣1⟩ ⟨1∣
2 cosh (xα)

, xα =
ωαβ

2
, (5.24)

with α ∈ {Q,A}. In the factorized case, the joint state of qubit and ancilla at initial
time t0, i.e., the initial state of the bipartite system for which we then need to find the
dynamics that resets the qubit into its ground state, reads

ρinit
1 = ρth

Q ⊗ ρth
A . (5.25)

For non-factorizing initial conditions, we will also investigate the fully thermalized state
of qubit and ancilla, which is the steady state of the bipartite system and therefore a
natural choice. In the standard two qubits basis {∣00⟩ , ∣01⟩ , ∣10⟩ , ∣11⟩}, it reads

ρinit
2 = ρth = 1

Z

⎛
⎜⎜⎜⎜⎜
⎝

λ+ 0 0 ζ+

0 µ+ ζ− 0
0 ζ− µ− 0
ζ+ 0 0 λ−

⎞
⎟⎟⎟⎟⎟
⎠

, (5.26)

where Z = 2 [cosh (x+) + cosh (x−)] is the partition function and

δ± = ωQ ± ωA, λ± = cosh (x+) ±
δ+
Ω+

sinh (x+) ,

x± =
Ω±β

2
, µ± = cosh (x−) ±

δ−
Ω−

sinh (x−) ,

Ω± =
√
δ2
± + 4J2, ζ± = −2J

Ω±

sinh (x±) .

(5.27)
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Since the thermal equilibrium state (5.26) can always be reached by waiting sufficiently
long, the control problem of resetting the qubit is theoretically solved if we can solve
it for this particular initial state. For any realistic choice of parameters, the initial
correlations between qubit and ancilla for this thermalized state are present but rather
small. Therefore, in order to examine the impact of initial correlations for the reset in
more detail, we artificially add correlations to the factorizing initial state (5.25),

ρinit
3 = ρth

Q ⊗ ρth
A +

⎛
⎜⎜⎜⎜⎜
⎝

0 0 0 0
0 0 γ 0
0 γ∗ 0 0
0 0 0 0

⎞
⎟⎟⎟⎟⎟
⎠

. (5.28)

Although γ can theoretically be an arbitrary complex number, motivated by Eq. (5.26)
we choose 0 > γ ∈ R where we only need to ensure that ρinit

3 is still a valid density matrix.
Mathematically, this just implies that there is, depending on ρth

Q and ρth
A , a maximum

∣γ∣ ≤ γmax beyond which ρinit
3 looses its positive semi-definiteness. Conceptually, it is also

important to note that the addition of correlations via γ does not change the reduced
states of both the qubit and the ancilla, i.e., ρth

Q = trA{ρinit
3 } and ρth

A = trQ{ρinit
3 } for all

γ, but increases the purity of their bipartite state ρinit
3 .

The total amount of correlations between qubit and ancilla can be quantified in terms
of the mutual information I = C +Q [227]. The latter measures the total amount of
correlations, both classical C and quantum Q, between system and ancilla, i.e., between
system and environment. The mutual information can be calculated via the von Neumann
entropy E(ρ), cf. Eq. (3.13) and Ref. [114]. For a general bipartite system with Hilbert
space H =HQ⊗HA and subsystems Q and A with respective Hilbert spaces HQ and HA,
it reads

I (ρQA) = E (ρQ) +E (ρA) −E (ρQA) ≥ 0, (5.29)

where ρQ and ρA are the reduced states of subsystems Q and A. If their joint state ρQA

is uncorrelated, i.e., ρQA = ρQ ⊗ ρA, we find I = 0, i.e., the entropy stored in ρQA is
equivalent to that stored in both local states ρQ and ρA together. The argument can also
be viewed from an information theoretical perspective, since the von Neumann entropy
E(ρ) can be related to the classical Shannon entropy [228], which quantifies the amount
of information stored in an entity, i.e., a density matrix in our case. This information
argument becomes more clear for correlated states with I > 0 where it implies that the
entropy of the two local states ρQ and ρA together is larger than that of their joint state
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ρQA. Conversely, this implies that the combined information stored in the two local
states is less than what is stored in their joint state. Thus, some of the information
needs to be stored in the non-local part of ρQA. Unfortunately, the mutual information
itself does not distinguish between quantum correlations Q and classical correlations C.
Hence, in order to distinguish between these, various concepts and measures have been
introduced [229]. In the following, we will use quantum discord [230] as one particular
measure to quantify Q. It has the advantage of being analytically computable [231] for
all states accessible by the dynamics governed by Eq. (5.20). In addition to quantum
discord, we also calculate the amount of entanglement, as one of the most prominent
representative of quantum correlations, in terms of the concurrence [232]

C(ρ) = max {0,
√
λ1 −

√
λ2 −

√
λ3 −

√
λ4} , (5.30)

where λ1 ≥ ⋅ ⋅ ⋅ ≥ λ4 ≥ 0 are the ordered eigenvalues of ρYρ∗Y with Y = σy ⊗ σy. Note that
Eq. (5.30) is only defined for two qubit states.

For the qubit reset task, we utilize the control field E(t) that interacts with the qubit,
cf. Eq. (5.19), i.e., we have local control only over the qubit and no direct control over
any part of the environment. The control task will be to reset the qubit into its ground
state. Since we are exclusively interested in the final state of the qubit, irrespective of
the final state of the ancilla, the final-time functional reads [233]

JT [ρ, T ] = 1 − ⟨Ψtrgt
Q ∣ trA {ρ(T )} ∣Ψtrgt

Q ⟩ (5.31)

and we choose the target state ∣Ψtrgt
Q ⟩ to be the bare ground state of the qubit. Functional

JT therefore directly measure the error of the reset protocol. We will search for optimized
field shapes for E(t) that minimize JT via Krotov’s method, cf. Subsec. 2.3.5.

In the following and if not stated otherwise we assume and ωA > ωQ. We set ωQ = 1
which defines the units for time and energy. The relations of the remaining parameters
with respect to ωQ are typical for superconducting qubits [142]. Hence, our model system
can, for instance, be readily implemented by two superconducting qubits in an RLC
circuit [197], where a resistor acts as a thermal reservoir, or by two superconducting
qubits with one of them coupled to a lossy cavity [234]. An alternative realization would
be closer to the model sketched in Fig. 5.6, where the ancilla is given by a strongly
coupled defect in the environment of superconducting qubits, which are mainly given by
well characterized two-level defects [235]. Hence, the theoretical model introduced so far
can be straightforwardly realized experimentally.
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Figure 5.7: (a,c) Population dynamics induced by the optimized fields (solid lines) for the
factorizing initial state (5.25). The corresponding fields are shown in (b,d). The dotted lines
illustrate the free evolution of the system, the dashed lines the guess field and its evolution. Left
and right hand side correspond to different guess fields for the optimization. Parameters are
ωQ = 1.0, ωA = 3.0, J = 0.1, κ = 0.04 and β = 1.0.

5.2.2 Factorizing Initial States

In order to obtain some intuition about the reset protocol, we first consider the factorizing
initial state (5.25), i.e., the uncorrelated state of system and environment and derive an
optimized reset protocol for it. Since we need to export entropy from the qubit, the ancilla
will be our target system to absorb it. Thus, it is important that it contains less entropy
initially, i.e., has a higher initial purity. This requirement is the reason why we choose
the level splittings of qubit and ancilla to be unequal and ωA > ωQ. Together with the
identical temperature of qubit and ancilla, i.e., identical β, the inequality ωA > ωQ results
in a higher von Neumann entropy of the qubit than the ancilla, i.e., E(ρth

Q ) > E(ρth
A ), cf.

Eq. (5.24). According to the second law of thermodynamics, one would expect the best
cooling to be achieved by an entropy exchange between qubit and ancilla. This has been
observed before [206, 207].
For the chosen parameters, entropy exchange can be realized by simply swapping

the initial ground state populations of qubit and ancilla, i.e., pg
Q(t0) and pg

A(t0). One
possibility to achieve this is to put qubit and ancilla in resonance. As evident from
Eq. (5.19), the control field E(t) effectively changes the frequency, i.e., the level splitting
ωQ, of the qubit. Therefore an educated guess is to ramp qubit and ancilla rapidly
into resonance and stay there just long enough for a full swap operation to complete.
Figure 5.7(a) shows the dynamics for this particular guess field (dashed lines), as well as



108 5. Time-Optimal Qubit Reset

the free evolution (dotted lines) and the dynamics under the optimized field (solid lines).
With the optimized field, we indeed obtain the anticipated swap of the ground state
populations at the final time T = 25 chosen for the optimization. In contrast, for the
guess field, the maximum of the qubit’s ground state population pg

Q(t) is already achieved
at t ≈ 17. Hence, although the optimization fulfills its task and minimizes the error at
final time T , there obviously exists a faster solution with identical error. The optimized
field and its corresponding dynamics are therefore not time-optimal. For the parameters
of Fig. 5.7, the initial ground state populations of qubit and ancilla are pg

Q(t0) = 0.731
and pg

A(t0) = 0.953. The final value for the qubit’s ground state population is specified
by the error JT = 5.04%.

To understand the idea of resetting the qubit by means of an ancilla conceptually, it
is important to note that for as long as qubit and ancilla are out of resonance, their
effective coupling is almost vanishing. This is evidenced by their populations being almost
constant up to small oscillations in the field-free (dotted) dynamics in Fig. 5.7(a). This
shows that this setup allows to tune the qubit into resonance with the ancilla for the
purpose of resetting it and proves that, if tuned out of resonance, the qubit is almost
negligibly influenced by the ancilla. Note that tuning the qubit out of resonance after its
entropy has been dumped into the ancilla is crucial as the entropy otherwise flows back
to the qubit. The latter can be seen in the dynamics under the resonant guess field in
Fig. 5.7(a) for times t > 17.

As will be shown analytically in Subsec. 5.2.4, the swap of populations under a constant
resonant drive E(t) = E = ωA −ωQ is even a time-optimal solution for all factorizing initial
conditions when the ancilla is initially diagonal, i.e., has vanishing coherences. The
analytical bounds for the minimal error Jmin

T and the shortest possible duration Tmin in
which this minimal error is reached, given the parameters used in Fig. 5.7, are

Jmin
T = 1 − pg,th

A = 4.74%, Tmin =
π

2J
= 15.7. (5.32)

The actual value of the minimal error Jmin
T is only determined by the initial ground

state population pg
A(t0) = pg,th

A of the ancilla. It is therefore governed by the reservoir
temperature and the ancilla level splitting ωA. For instance, given an environment at zero
temperature, the inverse thermal energy β would go to infinity and the ancilla would be
initially in its ground state with pg,th

A = 1, cf. Eq. (5.24). The same can, in principle, also
be achieved by a sufficiently large ancilla level splitting ωA, since in terms of Eq. (5.24)
only xA = ωAβ/2 needs to be as large as possible for the ancilla to be initially as close
as possible to its ground state. Thus, in order to get initially as close as possible to
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pg,th
A = 1, both β and ωA should be engineered to their experimentally feasible maximum.

Theoretically, with pg,th
A = 1, swapping the ground state populations of qubit and ancilla

would perfectly reset the qubit. The bound in fidelity, i.e., in Jmin
T , originates therefore

only from the experimental inaccessibility of pg,th
A = 1. However, regarding the bound in

time, one might wonder why the minimal time t ≈ 17 observed for the swap in Fig. 5.7(a)
is larger than Tmin = 15.7 in Eq. (5.32). This is due to the fact that, for the sake of
experimentally feasible control signals, we need to allow E(t) to be smoothly switched on
and off. If we would relax this constraint, the optimized control would indeed reach the
quantum speed limit Tmin.
For any time longer than Tmin, there is always at least one control solution achieving

maximal cooling, i.e. minimal JT . However, this solution is typically not unique, since
usually several different fields E(t) exist that yield identical errors JT . Since we will
only prove analytically in Subsec. 5.2.4 that the limits (5.32) are indeed fundamental, we
might want to check first via numerical optimal control how the solution presented in
Fig. 5.7(a,b) depends on the guess field. To this end, another exemplary dynamics and
its generating control field is shown in Fig. 5.7(c,d). In that case, the guess field E(t)
ramps qubit and ancilla slowly into resonance and we can again observe that both qubit
and ancilla only start to significantly exchange entropy, i.e., interact effectively, as we
get closer to the resonance condition. Since the guess field is chosen non-resonantly, the
optimization tries to increase the resonant parts in the optimized control field, cf. the solid
line in Fig. 5.7(d), and by doing so manages to reach a final error of JT = 5.44%. Hence,
it yields a very similar error compared to Fig. 5.7(a,b). Nevertheless, the non-uniqueness
of the control solution is still valuable as it allows, for instance, to take into account
further experimentally desirable features, such as restriction of the maximal amplitude of
the control, without necessarily losing performance in terms of larger errors by doing so.

5.2.3 Correlated Initial States

An obvious choice for a correlated initial state is the joint thermal equilibrium state (5.26)
of qubit and ancilla. For the parameters used in Fig. 5.7, the mutual information of
this state is I init = 4.0 ⋅ 10−3 and therefore rather small. The state is separable, i.e., it is
non-entangled, but has finite quantum discord Q > 0. This highlights the general concept
of quantum discord as a measure for the amount of quantum correlations. It especially
emphasizes the fact that not all quantum mechanically correlated states, i.e., states with
Q > 0, are necessarily entangled. However, the reverse statement always holds, since
any entangled state implies Q > 0. Although entanglement is the prevalent indicator for
quantum correlations, it is by far not the most general one. In fact, all initial states
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Figure 5.8: Same as Fig. 5.7 but with correlated, non-entangled initial states. For the left hand
side, the initial state is given by Eq. (5.26). For the right hand side, the initial state is given by
Eq. (5.28) with ωQ = ωA = 1.0 and γ = −0.19. In addition to Fig. 5.7, panel (c) and (f) show the
evolution of the correlations.

studied within this subsection are non-entangled but have non-vanishing initial quantum
discord.
Figure 5.8(a-c) show the dynamics when starting from the thermal equilibrium

state (5.26) of qubit and ancilla in case of the field-free evolution (dotted lines) and under
the optimized control field (solid lines). The figure reveals that both cooling and erasure
of correlation is achieved by the optimized control field. With respect to the erasure
of initial correlations it should be noted that, although its initial mutual information
is already very small, its final value is still one order of magnitude smaller. Under the
optimized control field, the final value of the error in Fig. 5.8(a) becomes JT = 4.74%
and coincides with the minimal error Jmin

T for factorizing initial states, cf. Eq. (5.32).
Interestingly, in view of the reachable error JT = 4.74%, optimal control seems to

benefit from the presence of initial correlations, which might appear counter-intuitive
at first glance. Thus, in order to further investigate the role of initial correlations we
consider the extreme situation where qubit and ancilla are in resonance by virtue of their
parameters, i.e., ωQ = ωA. For that case and given factorizing initial conditions, no cooling
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would be possible at all, since both qubit and ancilla initially contain identical amounts
of entropy. However, we use Eq. (5.28) as initial state in the following and are therefore
able to add initial correlations artificially via γ ≠ 0. For the case ωQ = ωA, Fig. 5.8(d-f)
confirm that we are not only able to erase the correlations but even achieve cooling of the
qubit, where it should otherwise not be possible. For the given parameters, the error limit
for the factorizing thermal initial state (5.28) amounts to Jmin

T = 26.9%. However, with
initial correlations, the error under the optimized field becomes JT = 10.52% and is thus
much smaller than Jmin

T , predicted for factorizing initial states. The initial state (5.28)
gives rise to mutual information I init = 0.345 and quantum discord Qinit = 0.228. The
optimization roughly erases both at final time T . This actually strengthens the previous
observation of an eased reset protocol and suggests that system-environment correlations
might even act as a resource for cooling.

Even the quantum speed limit Tmin, which we have defined earlier for factorizing initial
conditions, cf. Eq. (5.32), does not hold anymore in case of correlated initial states. In
the dynamics presented in Fig. 5.8(d-f), i.e., for the extreme case ωA = ωQ, this feature is
evidenced by the completion of the reset protocol with total time T = 8 < Tmin. However,
the effect of reduced reset times can also be observed for the case ωA > ωQ. As can
be seen in Fig. 5.9(a), with increasing total initial correlations, i.e., increasing mutual
information I init, the error threshold for the factorizing dynamics, Jmin

T , can be reached
in shorter times, i.e., the quantum speed limit effectively decreases. Each data point has
been generated by a sequence of optimizations where the final time T has been reduced
subsequently until the optimization has failed to find a solution with JT ≤ Jmin

T .

While Fig. 5.9(a) analyses the quantum speed limit for the error threshold Jmin
T ,

Fig. 5.9(b) shows the minimally reachable error JT for any time T ≤ 25. The figure
confirms a monotonic decrease of JT with increasing initial correlations I init. While each
data point, i.e., each minimal error JT , is in general obtained with a different final time T ,
especially the smaller errors correspond to final times T ≤ Tmin. Hence, initial correlations
seem to improve the qubit reset twofold as they simultaneously minimize the error and
protocol duration. It should again be emphasized that despite the increasing amount of
initial correlations, none of the considered initial states in Fig. 5.9 is entangled. While
identical simulations have been conducted for entangled initial states, their results do not
differ qualitatively and the corresponding data is not presented here. In fact, this allows
the conclusion that only the total amount of mutual information, i.e., the total amount
of correlations, not the type, i.e., classical or quantum correlations, is responsible for
the observed improvement of the reset task. Thus, in a nutshell, we have demonstrated
that it is not only possible to reset the qubit in the presence of initial correlations, but
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Figure 5.9: Quantum speed limit (a) and minimal error (b) for a parametrical variation of the
strength of initial correlations I init via Eq. (5.28). Note that upper and lower panel display results
of different optimizations, only their initial states are identical. Panel (a) shows the smallest final
time T , which still yields an error JT ≤ Jmin

T . The dashed line corresponds to the approximate
minimal time for a swap operation for factorizing initial states, taking into account finite ramps
of the field at the beginning and end, cf. Fig. 5.7(b). Panel (b) shows the smallest error JT for
any final time satisfying T ≤ 25. The dashed line corresponds to the limit Jmin

T for factorizing
initial states, cf. Eq. (5.32). The parameters are identical to those in Fig. 5.7.

have observed that initial correlations between system and environment can actually be
used to enhance the performance of the reset protocol. Moreover, in the extreme case
of Fig. 5.8(d-f), i.e., in the case where qubit and ancilla are in resonance even in the
absence of a control field, initial correlations enable cooling that is impossible without
their presence.

Similar observations where correlations assist in qubit reset have been found in parallel
for another reset mechanism called algorithmic cooling [188, 236]. There, it has been
shown that correlations that are being created dynamically by cross-relaxation [237] or by
measurements of interacting qubits [238] allow to overcome a limit for algorithmic cooling
that has been deemed fundamental [239]. However, the ancilla-based reset protocol
presented here differs in two important ways. Although it depends on the initial state of
the qubit-ancilla system if initial correlations should be exploited, it has even stronger
advantages. In detail, it is time-optimal, requires controllability only over the qubit
and not the environment and requires only a single application of the reset protocol.
Algorithmic cooling does always requires several applications and is therefore significantly
slower.
In the following Subsec. 5.2.4, we will analyze the dynamics with factorizing and
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correlated initial states from an analytical perspective. However, as a closing remark
for this and the last subsection, we will briefly analyze the dynamics regarding the
presence and influence of non-Markovianity. As we have already mentioned earlier, the
qubit dynamics will, in principle, behave non-Markovian due to the strong coupling
between qubit and ancilla. Since no unique and analytical measure for non-Markovianity
exists, cf. Subsec. 2.2.2, and for the sake of numerical efficiency, we take the qubit’s
accessible state space volume as an indicator for the presence of non-Markovianity [45].
This witness for non-Markovianity can be calculated by taking the qubit’s dynamical
map DQ

t,t0
∶ LHQ → LHQ , where HQ and LHQ are the qubit’s Hilbert and Liouville space,

respectively, and convert it into its superoperator representation D̂Q
t,t0

. The determinant
of the latter represents the qubit’s accessible state space volume at any time t. An
increases at any time indicates non-Markovian dynamics for the qubit. In the specific
setup of Fig. 5.6, we observe that non-Markovianity seems to be linked to an entropy
flow from the ancilla into the qubit. Conversely, a monotonic decrease in the qubit’s
state space volume can be observed when the entropy flows from the qubit into the
ancilla. Although the qubit’s state space volume is strictly speaking only a witness
for non-Markovianity, an increase in the qubit’s accessible state space volume at least
hints towards Markovian dynamics. According to this observation, the dynamics of
the time-optimal solution, cf. Eq. (5.32), turns out to be Markovian. In this case, the
entropy of the qubit decreases monotonously until reaching its minimum at Tmin. This
corresponds to a maximum in its ground state population pg

Q(t). For longer times or
non-optimal driving, the controlled dynamics becomes non-Markovian, cf. Fig. 5.7(c,d),
as the entropy flows in both directions. This shows that even though non-Markovianity
is not crucial for the qubit reset, it is also not harmful in the sense that the optimization
does not try to actively suppress it.

5.2.4 Analytical Derivation of the Bounds

In the previous two subsections we have analyzed qubit reset for factorizing and correlated
initial states from a numerical perspective. In this subsection, we now analyze the reset
dynamics from an analytical perspective. In the following, we will justify the bounds
of Eq. (5.32), identified for factorized initial states, as well as derive derive an intuitive
understanding, why initial correlations turn out to be an asset for qubit reset. In addition
to Ref. [223] the results presented in this subsection are also partly taken from Ref. [240].
As with most analytical derivations, it requires a simplification of the considered

model to ease its analytical treatment. In our case, two approximations of the model
and dynamics can be made, which are both in agreement with numerical observations.
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On the one hand, solutions obtained under the rotating wave approximation (RWA)
perform almost equally well in comparison to solutions that take the counter-rotating
terms into account. Reference [223] discusses the influence of those terms in more detail.
Interestingly, although the dynamics and optimized control fields differ in both cases,
which actually highlights that the RWA is not a good approximation for the dynamics, the
reachable error JT is not affected by the presence or absence of the counter-rotating terms.
Hence, since we are solely interested in the fundamental bounds for the reset protocol,
neglecting these terms, i.e., applying the RWA, might still be a suitable simplification.
On the other hand, two different timescales are relevant to characterize the interaction
of the qubit with the environment — a fast one to dump the qubit’s entropy into the
ancilla, determined by the coupling strength J , and a slow one leading to equilibration
with the larger environment of the reservoir, cf. Fig. 5.6, determined by the decay
rate κ. It is important to note that the Markovian equilibration dynamics will never
increase the purity of qubit or ancilla above their steady state values. Both the minimum
error Jmin

T and time Tmin for the qubit reset are therefore only determined by the fast
dynamics and we can neglect the reservoir in the following. Hence, the dynamics of the
joint qubit and ancilla system will be completely unitary. Starting from the equation
of motion (5.20) and the Hamiltonian (5.21), if we neglect the counter-rotating terms
and the slow equilibration due to the presence of the reservoir, the equation of motion
becomes

d
dt
ρ(t) = −i [HRWA(t), ρ(t)] , (5.33)

where

HRWA(t) = HQ(t)⊗ 1A + 1Q ⊗HA +HRWA
I (t),

HRWA
I (t) = J(t) (σQ

+ ⊗ σA
− + σ

Q
− ⊗ σA

+ ) (5.34)

is the Hamiltonian under the RWA. σ− and σ+ are the standard lowering and raising
operators. Another simplification of the dynamics, which does not involve any further
approximation, can be achieved by changing into the rotating frame. To this end, the
transformation of state ρ(t) and Hamiltonian HRWA(t) into the rotating frame reads

ρ′(t) = O†(t)ρ(t)O(t),

H′(t) = O†(t)HRWA(t)O(t) − iO†(t)dO(t)
dt

. (5.35)
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If the transformation operator O(t) is chosen as

O(t) = exp{−iA(t)t} , A(t) = HQ(t)⊗ 1A + 1Q ⊗HA, (5.36)

the equation of motion (5.33) transforms into

d
dt
ρ′(t) = −i [H′(t), ρ′(t)] , (5.37)

H′(t) =

⎛
⎜⎜⎜⎜⎜
⎝

dδ(t)
dt

t
2 0 0 0

0 dδ(t)
dt

t
2 J(t)e−iδ(t)t 0

0 J(t)eiδ(t)t −dδ(t)
dt

t
2 0

0 0 0 −dδ(t)
dt

t
2

⎞
⎟⎟⎟⎟⎟
⎠

, (5.38)

where δ(t) = ωQ + E(t) −ωA is the time-dependent detuning of qubit and ancilla. Since it
is uniquely determined by E(t), we can view it as the physical control field that we are
interested in and for which we want to obtain a time-optimal solution in the following.
For the sake of generality, we account for a possible time-dependence J = J(t) of the
coupling strength between qubit and ancilla.

The analytical treatment in this subsection is based on the ideas of geometric control
theory [241]. The fundamental concept of the latter is to transform the system’s equation
of motion in such a way that the optimality condition can be expressed geometrically [242,
243]. Although this might sound rather vague at the moment, it will become clear in the
following. For the numerical optimizations in the previous subsections, the optimization
target has been to reset the qubit into its ground state, cf. Eq. (5.31). However, here we
choose a more general target and strive to directly maximize the qubit’s purity, i.e., to
maximize

PQ ≡ P (ρ′Q(T )) = tr{trA {ρ′(T )}2} . (5.39)

In order to start transforming the equation of motion in the spirit of geometric control
theory, we first expand the state ρ′(t) in terms of 16 real variables, xi(t) ∈ R. For the
sake of brevity in the notation, we will drop using the prime to indicate the rotating
frame as well as drop writing out time dependencies. The state ρ reads

ρ =

⎛
⎜⎜⎜⎜⎜
⎝

x1 x5 + ix6 x7 + ix8 x9 + ix10

x5 − ix6 x2 x11 + ix12 x13 + ix14

x7 − ix8 x11 − ix12 x3 x15 + ix16

x9 − ix10 x13 − ix14 x15 − ix16 x4

⎞
⎟⎟⎟⎟⎟
⎠

. (5.40)
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Plugging Eq. (5.40) into the equation of motion (5.37) yields a new equation of motion
which can be written in vector form,

ẋ = J1f1(x) + J2f2(x) + αf3(x) (5.41)

with x = (x1, . . . , x16)⊺ ∈ R16,

f1(x) = (0,−2x12,2x12,0,−x8, x7,−x6, x5,0,0,0, x2 − x3, x16,−x15, x14,−x13)
⊺

,

f2(x) = (0,−2x11,2x11,0,−x7,−x8, x5, x6,0,0, x2 − x3,0,−x15,−x16, x13, x14)
⊺

,

f3(x) = (0,0,0,0,0,0,2x8,−2x7,2x10,−2x9,2x12,−2x11,2x14,−2x13,0,0)
⊺

(5.42)

and where J1, J2 and α are given by

J1 = J cos(δt), J2 = J sin(δt), α = 1
2
δ̇t. (5.43)

By analyzing Eq. (5.41), it becomes clear that the vector fields f1(x),f2(x) and f3(x)
govern the admissible directions for the evolution of state x within the vector space R16,
whereas J1, J2 and α determine the “speed” for the evolution into these directions.

So far, we have transformed the original equation of motion (5.37) into the new
form (5.41). However, as a next step we need to simplify it in view of the specific control
task, i.e., the maximization of PQ, cf. Eq. (5.39). In the coordinates {x1, . . . , x16}, the
latter reads

PQ = (x1 + x2)2 + (x3 + x4)2 + 2 (x7 + x13)2 + 2 (x8 + x14)2 . (5.44)

This expression can be substantially simplified by introducing the following coordinate
transformation from {x1, . . . , x16} to {z1, . . . , z16} with zi ∈ R, i = 1, . . . ,16. The new
coordinates are given by

z1 ≡ x1 + x2 − 1/2,
z2 ≡ x12,

z3 ≡ x11,

z4 ≡ −2x1 − x2 − x3,

z5 ≡ x7 + x13,

z6 ≡ x6 − x16,

z7 ≡ x8 + x14,
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z8 ≡ x5 − x15. (5.45)

Note that the remaining eight coordinates z9, . . . , z16, which have not been specified in
Eq. (5.45), are irrelevant for our analysis and can thus be chosen arbitrarily as long as
they are linearly independent from each other and from z1, . . . , z8.

In the new variables, the qubit purity PQ becomes

PQ = 1
2
+ 2 (z2

1 + z2
5 + z2

7) . (5.46)

While this readily simplifies the expression for the control target, the most important
part is that the corresponding equation of motion for z1, . . . , z8 decouple into two disjunct
sets of variables, each with its own equation of motion. On the one hand, we have

⎛
⎜⎜
⎝

ż1

ż2

ż3

⎞
⎟⎟
⎠
= 2J1

⎛
⎜⎜
⎝

−z2

z1 − c
0

⎞
⎟⎟
⎠
+ 2J2

⎛
⎜⎜
⎝

−z3

0
z1 − c

⎞
⎟⎟
⎠
+ 2α

⎛
⎜⎜
⎝

0
−z3

z2

⎞
⎟⎟
⎠
, (5.47)

which describes the dynamics of the qubit’s ground state population, pg
Q = z1+1/2, within

the three-dimensional subspace S123 = {z1, z2, z3}, where c is a constant. On the other
hand, the qubit’s coherences, γQ = z5 + iz7, evolve within the four-dimensional subspace
S5678 = {z5, z6, z7, z8}, which is governed by

⎛
⎜⎜⎜⎜⎜
⎝

ż5

ż6

ż7

ż8

⎞
⎟⎟⎟⎟⎟
⎠

= J1

⎛
⎜⎜⎜⎜⎜
⎝

−z6

z5

z8

−z7

⎞
⎟⎟⎟⎟⎟
⎠

+ J2

⎛
⎜⎜⎜⎜⎜
⎝

z8

−z7

z6

−z5

⎞
⎟⎟⎟⎟⎟
⎠

+ 2α

⎛
⎜⎜⎜⎜⎜
⎝

z7

0
−z5

0

⎞
⎟⎟⎟⎟⎟
⎠

. (5.48)

It is straightforward to show that the dynamics within the subspaces S123 and S5678 is
restricted to the surface of two spheres. For S123, we find from Eq. (5.47) that

d
dt
R1 = 0, R2

1 = (z1 − c)2 + z2
2 + z2

3 , (5.49)

with R1 the radius of the sphere and its center being (c,0,0). The center’s shift from the
origin is determined by the constant c = −(z4 + 1)/2, cf. Eq. (5.45). Similarly for S5678,
Eq. (5.48) yields

d
dt
R2 = 0, R2

2 = z2
5 + z2

6 + z2
7 + z2

8 , (5.50)
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with radius R2 and its center being the origin (0,0,0,0). The values of R1 and R2

are exclusively determined by the initial values zinit
i , i = 1, . . . ,8. In other words, the

accessible part of the entire state space is fully determined by the initial state ρinit.
Note that the initial state remains invariant when changing into the rotating frame, i.e.,
ρinit = ρ(t0) = ρ′(t0).

The feasibility to find a simplified expression for the control target in terms of Eq. (5.46),
while at the same time simplifying the equations of motion, cf. Eqs. (5.47) and (5.48), is
at the heart of geometric control theory. For the maximization of the qubit’s purity PQ,
this simplifies the control task by allowing us to discuss the maximization of z2

1 on the
sphere S123 and the maximization of z2

5 and z2
7 on the sphere S5678. In the following, we

will address factorized and correlated initial states separately.

Optimal Strategy for Thermal Factorizing Initial States

We start by considering the factorizing initial state (5.25) of qubit and ancilla, where
both parts are in thermal equilibrium with the reservoir. Since this is a diagonal state,
i.e., all its off-diagonal elements are zero, we can abstractly write it as

ρinit = ρth
Q ⊗ ρth

A =
⎛
⎝
pg

Q 0
0 pe

Q

⎞
⎠
⊗

⎛
⎝
pg

A 0
0 pe

A

⎞
⎠
, (5.51)

where pg
Q (pg

A) and pe
Q (pe

A) are the ground and exited state population for the qubit
(ancilla), respectively, and we assume ρth

A to be initially more pure than ρth
Q . This translates

into P init
A = (pg

A)2 + (pe
A)2 > (pg

Q)2 + (pe
Q)2 = P init

Q , where P init
Q (P init

Q ) corresponds to the
initial purity of the qubit (ancilla). Since Eq. (5.51) is diagonal, it follows from Eq. (5.45)
that the coordinates zinit

5 , . . . , zinit
8 are initially zero. As a consequence, we have R2 = 0

for all t, as it is a constant and therefore defined by its initial value and no dynamics
will occur in S5678. This in turn implies that z5 and z7, which are the two coordinates
from S5678 that are relevant for PQ, cf. Eq. (5.46), will remain zero no matter how δ,
respectively E , is chosen. The relevant subspace for the maximization of PQ is therefore
entirely given by S123 for which we find zinit

2 = x12 = Im{γ} = 0 and zinit
3 = x11 =Re{γ} = 0

due to the absence of initial correlations (γ = 0) and only zinit
1 and c will be initially

non-zero and are responsible for R1 > 0, cf. Eq. (5.49). Hence, the control problem
reduces to maximizing z2

1 .
In the following, we will show in three steps that the resonant case with δ = 0 describes

to a time-optimal reset protocol. First, we will show that δ = 0 allows to reach the qubit
purity Pmax

Q = P init
A , i.e., that δ = 0 gives rise to a swap of purities. Second, we will show
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that allowing for δ ≠ 0 does not allow to reach qubit purities larger than Pmax
Q . At last,

we will show that δ ≠ 0 also does not allow to reach Pmax
Q faster. This will complete the

proof that δ = 0 is in fact time-optimal for resetting qubits that are initially factorized
with the ancilla and are of the form (5.51).

The case δ = 0 for all t implies J1 = J and J2 = α = 0, cf. Eq. (5.43). This allows
us to further simplify the dynamics and convert it from the three dimensional sphere
S123 and its equation of motion (5.47) to a two dimensional sphere S12 = {z1, z2} and its
corresponding equation of motion

⎛
⎝
ż1

ż2

⎞
⎠
= 2J

⎛
⎝
−z2

z1 − c
⎞
⎠
. (5.52)

Figure 5.10 shows the accessible state space for the dynamics within S12 when starting in
the initial state used in Fig. 5.7. The optimization target can be identified geometrically
as the point with maximal z1 on this curve, i.e., the point with maximal distance to the
vertical gray line that indicates z1 = 0. Assuming constant positive coupling J > 0, the
state will evolve with constant speed along the green line in Fig. 5.10. It then takes
Tmin = π/(2J) to reach the rightmost point. This can be shown by integration along the
green line. However, due to the geometric simplicity of this picture, it can be deduced
immediately, that in case of a time-dependent coupling J(t) ≥ 0, the minimal time is
given by

∫
Tmin

0
J(t)dt = π

2
. (5.53)

Therefore, a time-optimal solution for constant δ = 0 but time-dependent J(t) is obviously
to choose J(t) maximal at every instance of time.

The point of maximum qubit purity Pmax
Q is determined by the center (c, 0, 0) of sphere

S123 and its radius R1,

Pmax
Q = 1

2
+ 2 (c +R1)2 = (pg

A)2 + (pe
A)2 = P init

A . (5.54)

Note that Eqs. (5.53) and (5.54) hold for any factorizing initial state of the form (5.51)
with the ancilla initially purer than the qubit.

It is straightforward to see that a non-vanishing and possibly time-dependent detuning
δ ≠ 0 does not provide access to qubit states with purity higher than Pmax

Q . Although
δ ≠ 0 gives access to the entire three dimensional sphere S123 instead of only S12, since J2

and α become non-zero, the dynamics is still confined to the surface of S123, cf. Eq. (5.49),
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Figure 5.10: Evolution of the qubit ground state population pg
Q = z1 + 1/2 (green line) within

the reduced subspace S12 = {z1, z2} with the factorizing initial state (5.25) indicated by the large
dot and the parameters as in Fig. 5.7. Qubit and ancilla are in resonance, i.e., δ = 0 for all t,
and the evolution of the state along the green line is determined by the vector field (5.52) (blue
arrows). The gray vertical line corresponds to the qubit ground state population pg

Q = 1/2. The
gray sphere in the background visualizes the projection of the entire state space of valid density
matrices onto the two-dimensional subspace S12.

for which the point of maximal purity Pmax
Q is unique and already accessible by δ = 0.

Finally, we examine whether δ ≠ 0 allows to reach Pmax
Q in shorter times, i.e., in times

T < Tmin with Tmin according to Eq. (5.53). To this end, we transform the equations of
motions once more. Since we are restricted to the surface of the three dimensional sphere
S123, a natural coordinate system is given by the spherical coordinates R1, θ, φ, where R1

is the radius of the sphere according to Eq. (5.49) and θ and φ are the standard azimuth
and polar angle. In these coordinates, the qubit purity becomes [240]

PQ = 1
2
+ 2 (R1 sin(θ) + c)2 (5.55)

and the equations of motion (5.47) transforms into

θ̇ = 2J cos(u), (5.56a)
φ̇ = 2α − J tan(θ) sin(u), (5.56b)

where we have introduced the new, abstract control field u = δt − φ. In these spherical
coordinates, the initial state of the qubit on S123 is given by its south pole θinit = −π/2 and
the target state by its north pole θtrgt = π/2. Since radius R1 and center c are constants,
the purity PQ is exclusively determined by θ. Hence, the time-optimal solution to the
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control problem is to maximize θ̇ for all t. On the one hand, by inspecting Eq. (5.56),
this obviously requires us to choose J(t) ≥ 0 maximal for all t. On the other hand, we
need to ensure cos(u) = 1, which can be straightforwardly achieved by setting u = 0 for
all t. While u is just a virtual control field in Eq. (5.56), a possible solution for u = 0 is
given by the physical control field δ = 0. By integration of Eq. (5.56b), we again obtain
Tmin = J/(2π) in case of a constant coupling J > 0. This completes the proof that driving
the qubit resonantly, i.e., δ = 0, defines at least one time-optimal solution for the qubit
reset protocol, as it reaches the maximally achievable qubit purity Pmax

Q in the minimal
time Tmin.

Optimal Strategy for Factorizing Initial States with Coherences

The most general factorizing initial state for qubit and ancilla is given by

ρinit = ρQ ⊗ ρA =
⎛
⎝
pg

Q γQ

γ∗Q pe
Q

⎞
⎠
⊗

⎛
⎝
pg

A γA

γ∗A pe
A

⎞
⎠
, (5.57)

with pg
Q (pg

A) and p
e
Q (pe

A) as in Eq. (5.51) and γQ (γA) the coherences of the qubit (ancilla).
We will start the discussion with the case γA = 0 but will comment on the case γA ≠ 0
later. From a physical perspective, γA = 0 is a well justified initial state for the ancilla,
since we assume it to be in permanent and direct contact with the reservoir and thus in
thermal equilibrium. In contrast to the ancilla, non-zero coherences, γQ ≠ 0, are a realistic
scenario for the qubit, e.g. as a result of its previous use in a quantum technological
application. In this case, even though we again find zinit

2 = zinit
3 = zinit

6 = zinit
8 = 0, we also

find that the coefficients zinit
5 =Re{γQ} and/or zinit

7 = Im{γQ} will be initially non-zero.
Thus, we have R2 > 0 and there will be dynamics within the subspace S5678.

Assuming resonance in the following, i.e., δ = 0 for all t, the dynamics within S123 is
reduced to the two-dimensional subspace S12, as discussed before. Fortunately, δ = 0
also allows to simplify the dynamics on the four dimensional sphere S5678, where it
allows to decouple its equation of motion (5.48) into two separate equations of motion,
each of them describing the dynamics on the two dimensional sphere S56 = {z5, z6} and
S78 = {z7, z8}, respectively. Their corresponding equations of motions are

⎛
⎝
ż5

ż6

⎞
⎠
= J

⎛
⎝
−z6

z5

⎞
⎠
,

⎛
⎝
ż7

ż8

⎞
⎠
= J

⎛
⎝
z8

−z7

⎞
⎠
. (5.58)

Figure 5.11 shows the evolution in the three subspaces S12, S56 and S78 for an exemplary
initial factorizing state with γQ ≠ 0 and γA = 0. Due to R1 > 0 and R2 > 0, we now
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Figure 5.11: Time evolution (green lines) within the three subspaces S12, S56 and S78 (from
left to right) for a factorizing initial state (5.57) with pg

Q = 0.6, pe
Q = 0.4, γQ = 0.2 + i0.1 and

pg
A = 0.9, pe

A = 0.1, γA = 0. Qubit and ancilla are in resonance (δ = 0 for all t). The dots indicate
the initial state within the specific subspace, which then evolves along the vector fields (5.52)
and (5.58), represented by the blue arrows. The gray vertical lines indicate the respective minimal
contribution to the qubit’s purity for each subspace, while the gray spheres visualize the projection
of the entire state space onto the subspaces.

have dynamics in all three subspaces and thus have contributions to PQ from all of
them. As before, maximizing the qubit’s ground state population, pg

Q = z1 + 1/2, requires
the time T = π/(2J), which corresponds to an evolution in terms of a half circle in
S12. It is important to note that the motion within S12 is twice as fast as that in S56

and S78. This can be easily seen by comparing Eqs. (5.52) and (5.58). Therefore, at
time T = π/(2J) when the qubit’s ground state population is maximized, the qubit’s
coherences, γQ = z5+ iz7, vanish, since the evolution within S56 and S78 only runs through
a quarter circle within the same time. However, due to the maximization of pg

Q, we know
that this state corresponds to Pmax

Q = P init
A . Since we know that a purity swap is the

optimal solution in terms of fidelity, this tells us that also the minimal reset time is not
changed when allowing for coherences in the initial qubit state. Hence, as long as the
initial purities of qubit and ancilla satisfy P init

Q < P init
A , a time-optimal solution is given by

Eqs. (5.53) and (5.54). This is true irrespective of the specific initial state of the qubit.
If we now also allow for coherences in the initial state of the ancilla, i.e., γA ≠ 0, the

question whether δ = 0 still determines a time-optimal solution is not as simple to answer
anymore — at least not by the geometric picture established so far. In this case, some or
all of the initial values zinit

2 , zinit
3 , zinit

6 and zinit
8 , which have been zero so far, can become

non-zero. Geometrically, this implies that the initial dots in the three spheres S12, S56

and S78 of Fig. 5.11, which indicate the initial starting position according to state (5.57),
are then placed at arbitrary positions along the green curves. Thus, the evolution can
not be synchronized easily in terms of half and quarter circles, since each contribution to
PQ from the three spheres reaches its maximum at a different time. Thus, rather exact
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knowledge of the initial state would be required to determine the optimal solution.

Optimal Strategy for Correlated Initial States

For correlated initial states, we consider states of the form (5.28), which here can be
generalized to read

ρinit =
⎛
⎝
pg

Q 0
0 pe

Q

⎞
⎠
⊗

⎛
⎝
pg

A 0
0 pe

A

⎞
⎠
+

⎛
⎜⎜⎜⎜⎜
⎝

0 0 0 0
0 0 γ 0
0 γ∗ 0 0
0 0 0 0

⎞
⎟⎟⎟⎟⎟
⎠

, (5.59)

with pg
Q (pg

A) and p
e
Q (pe

A) as in Eq. (5.51) and γ being responsible for the correlations
between qubit and ancilla. For such an initial state, we again have that the coefficients
zinit

5 , . . . , zinit
8 are initially vanishing, which yields R2 = 0 and, as a consequence, the

dynamics on S5678 is vanishing as well. We can therefore restrict our discussion to the
three dimensional sphere S123 for which the dynamics will involve all three dimensions.
The latter follows from our choice of γ ∈ R that implies zinit

3 ≠ 0. While the geometric
analysis of the qubit reset does unfortunately not allow us to derive a time-optimal
solution for this case, we will see that the geometric picture is still useful in order to
obtain physical insights into the fundamental control mechanisms. In particular, it will
explain why initial correlations allow us to obtain purities PQ > Pmax

Q in times T < Tmin,
i.e., why initial correlations allow us to beat the limits (5.32) established for factorizing
initial conditions.
For any initial state satisfying Eq. (5.59), it is straightforward to show that such

correlated initial states allow to access qubit states with purity higher than Pmax
Q . Since

the reduced states of qubit and ancilla are unchanged by the presence of correlations, the
center (c,0,0) of the sphere in S123, which is exclusively determined by these reduced
states of qubit and ancilla, remains unchanged. However, the sphere’s radius R1 increases,
which follows directly form Eq. (5.49) and the fact that zinit

3 , which has been zero so far,
becomes non-zero now. As a result, the set of accessible states that may be reached by
the dynamics changes and now contains states with larger z1 values and thus larger qubit
purities than what has been accessible with factorizing initial states.
Figure 5.12(a) shows the evolution starting from a correlated initial state under a

field designed by numerical optimization, cf. Fig. 5.12(b). It illustrates geometrically
why the quantum speed limit Tmin for factorizing initial states can be beaten. For the
initial state in Fig. 5.12(a), we have zinit

2 = 0 and zinit
3 = γ < 0. The optimized field drives
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Figure 5.12: (a) Evolution within the subspace S123 for a correlated initial state of the form (5.59)
under the optimized field shown in (b). The parameters are γ = −0.09 and all other as in Fig. 5.7.
The large dot marks the initial point in state space, the small dots indicate the evolution in
chunks of 5% of the total time T = 13. The final error is JT = 1.6%.

the state rapidly towards the z3 = 0 plane. This is achieved by the off-resonant peak in
the optimized field between t = 0 and t ≈ 2, cf. Fig. 5.12(b). The subsequent evolution
with δ = 0 becomes again two-dimensional within the z1-z2 plane. This evolution is
conceptually equivalent to the evolution shown in Fig. 5.10. However, in contrast to the
dynamics shown in Fig. 5.10, the motion in the z1-z2 plane has to overcome a reduced
distance as a consequence of the initial transfer between z3 < 0 and z3 = 0. This can be
seen from the projection of the entire motion onto the z1-z2 plane that is shown in the
front left plane in Fig. 5.12(a). The position of the third small dot should be noted in
particular, as it marks the point in time where the control field δ goes roughly back into
resonance for the remainder of the reset protocol. However, less than a half circle has to
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be overcome by the remaining evolution with δ = 0 to reach the point of largest purity,
zmax

1 = c +R1. Since the initial transfer towards the z3 = 0 plane is accomplished faster
than any motion within this plane, the total reset duration is reduced below Tmin.
This reduction of Tmin can also be demonstrated analytical. To this end, we again

consider the equation of motion (5.47) and assume the coupling J to be constant and
bounded, while there is no constraint on dδ

dt , i.e., on α(t), cf. Eq. (5.43). Inspired by the
numerical solution of Fig. 5.12, a presumably time-optimal solution can be decomposed
into two stages. In a first stage, we can neglect the two terms with J1 and J2 on the
right hand side of Eq. (5.47) as the α term can be tuned dominant and be used to move
arbitrarily fast within the z2-z3 plane. This assumption is justified, since J1 and J2 are
negligibly small compared to α which therefore effectively determines the dynamics. It
can thus be used to drive the initial point as fast as possible into the z3 = 0 plane. This
motion is completed in the time Tα provided α satisfies the condition

∫
Tα

0
2α(t)dt = π

2
, (5.60)

which, after integration by parts, leads to

δ(Tα) − ∫
Tα

0
δ(t)dt = π

2
. (5.61)

A standard solution for δ is then given by a linear time evolution of the form

δ(t) = πt

2Tα(1 − Tα
2 )

(5.62)

for t ∈ [0, Tα]. The second stage of the presumably time-optimal solution is the meridian
trajectory in the z3 = 0 plane with δ = 0. In fact, for constant δ, we recover the Grushin
model [58] for which it can be shown analytically that the meridian trajectory is the
solution minimizing the time to reach the state of largest purity, i.e., zmax

1 in our case.
The time required for the motion along the meridian is fixed by the initial point for this
dynamics. It is given by Tθ = θinit/(2J), where θinit is again the azimuth angle within the
sphere S123 given by zinit

1 = R1 cos(θinit). Since we can assume that the time Tα to reach
the z3 = 0 plane to be arbitrarily small, as α can be made arbitrarily large, the total
time T corr

min = Tα + Tθ required for both stages of the presumably time-optimal solution
for correlated initial states is given by T corr

min ≈ Tθ < Tmin and therefore smaller than
the minimal time Tmin = π/(2J) obtained for factorizing initial states. This geometric
analysis of the numerical solution in Fig. 5.12 explains and confirms the role of initial
correlations for the speedup of the purification process.
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In conclusion, although we can not prove time-optimality of the numerical solution
presented in Fig. 5.12, we can find an explanation of the larger accessible purity and
lower reset time by analyzing the numerical solution geometrically. Unfortunately, this
improvement in fidelity and time comes at a cost, namely the control field must be
optimized in dependence with the initial value zinit

3 = γ. In other words, for correlated
initial states, derivation of the time-optimal control strategy requires knowledge of the
initial state.
Finally, it should be mentioned that the analytical model presented so far has been

extended in Ref. [240] to also include the effects of the reservoir which we have neglected
so far. There, it has been found that the reset time including the reservoir is actually
lower bounded by the reset time Tmin = π/(2J) obtained here while neglecting the
reservoir [240]. Physically, this implies that the reservoir is not assisting in terms of
reducing the reset time, even though its presence is of course crucial for the protocol to
work, as it is responsible for the equilibration of the ancilla after it receives the qubit’s
entropy. However, an interesting distinction can be made depending on whether Γ/J > 4
or Γ/J < 4 with Γ = κ(2N + 1), κ the coupling strength between ancilla and reservoir and
N the Planck distribution, cf. Eq. (5.23). For Γ/J > 4, the dissipation becomes so strong
that it renders the qubit dynamics Markovian despite the strong coupling between qubit
and ancilla. As a consequence, the target state on the sphere can not be reached in finite
time anymore as it becomes the steady state of a Markovian process that approaches this
point only asymptotically. In contrast, for Γ/J < 4 the qubit dynamics is non-Markovian
in which case the target state can always be reached in finite time. See Ref. [240] for
details.
To summarize, in this section we have considered qubit reset that utilizes the strong

coupling to a single ancilla mode of the environment. We have explored the impact
of initial correlations between qubit and environment on the qubit reset. Employing
optimized control fields, we have shown that initial correlations can be turned into an
asset for the reset protocol. For uncorrelated initial states, we have derived a time-optimal
reset protocol. The latter scenario will be investigated in more detail in the following.

5.3 Fundamental Bounds for Ancilla-Based Qubit Reset

In this last section, we will generalize the model for ancilla-based qubit reset, as it has
been introduced in the last section. While the focus in the last section has been on the
role of initial correlations between qubit and ancilla on the reset process, here we switch
the focus and examine the influence of the type of qubit-ancilla interaction and local
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qubit control on the reset process — both of which haven been fixed in Sec. 5.2. This is a
quite natural question to ask, since many quantum information architectures, especially
superconducting qubits, can be designed with great flexibility. In detail, traits like the
local control mechanism and the type of interaction between different qubits or of a qubit
and other modes can often be engineered to some extent. The influence of these traits
is surprisingly non-trivial, as we will demonstrate in this section. From a theoretical
perspective, each physically and mathematically conceivable combination of qubit-ancilla
interaction and local qubit control gives rise to a different form of controllability for
the combined qubit-ancilla system, i.e., each combination allows for a different set of
realizable dynamical maps, cf. Subsec. 2.3.1. Therefore, each combination also gives
rise to a different dynamics in the reduced system of the qubit and, as a consequence,
each combination needs to be evaluated individually in view of its capability to reset the
qubit, i.e., to export entropy from the qubit into the ancilla. It should be emphasized
that even if the controllability for the qubit-ancilla system is identical for two different
combinations of qubit-ancilla interaction and local qubit control, this does not necessarily
imply that also the required reset time is identical. In terms of the qubit’s dynamical
map DQ

t,t0
, the latter statement implies that, even though the same set of dynamical

maps can be realized with two different sets of qubit-ancilla interaction and local qubit
control, the necessary time t to implement it can still be very different in practice. Thus,
in this section, we will examine the general feasibility of qubit reset as well as its bounds
in fidelity and time in dependence of the types of qubit-ancilla interaction and local qubit
control and provide a time-optimal solution for all cases. The results in this section are
based on Ref. [244].

5.3.1 Model and Control Problem

Like in Sec. 5.2 we consider a qubit coupled to a two-level ancilla. Let HQ (LHQ) and
HA (LHA) be the Hilbert (Liouville) spaces for qubit and ancilla, respectively. However,
in contrast to Sec. 5.2, we consider a more general Hamiltonian for this bipartite system,
which reads

H(t) = (HQ + E(t)Octrl)⊗ 1A + 1Q ⊗HA + J(OQ ⊗OA), (5.63)

where HQ and HA are the static Hamiltonians for qubit and ancilla, respectively. E(t)
is a time-dependent control field that interacts via operator Octrl ∈ LHQ with the qubit.
The interaction between qubit and ancilla is given by OQ ⊗ OA ∈ LHQ ⊗ LHA with
its interaction strength determined by J . Hamiltonian (5.63) therefore constitutes a
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generalization of Hamiltonian (5.21). The latter is given by the special case of Octrl = σz/2
and OQ = OA = σx. What distinguishes Eq. (5.63) from the scenario considered in Sec. 5.2
is that we are not only interested in the solution of the reset task for one fixed Hamiltonian
but rather on how this solutions depends on the actual characteristics of the Hamiltonian.
This is interesting, since in view of Eq. (5.63), the Hamiltonian’s characteristics change
substantially depending on the operators Octrl,OQ,OA — which here specify the type of
local control and qubit-ancilla interaction. It is therefore not straightforward to answer,
how these operators need to be chosen in order to ease or even fundamentally enable qubit
reset. Their only restriction requires them to be Hermitian operators, i.e., their most
general form would be Octrl,OQ,OA ∈ su(2) with su(2) the Lie algebra that generates
the Lie group SU(2).
In our current model, which has been generalized with respect to the one used in

Sec. 5.2 by using a more general Hamiltonian, we nevertheless neglect the reservoir to
which the ancilla is weakly coupled to, cf. Fig. 5.6. Although its presence is crucial for
the ancilla-based qubit reset to work physically, as it is responsible for the equilibration
of the ancilla, it has no impact on the fast, time-optimal reset protocol which utilizes
the strong coupling between qubit and ancilla. This is in agreement with the analytical
calculations from Subsec. 5.2.4 and Refs. [223, 240]. Hence, we will neglect the reservoir
in the following and the dynamics of the joint qubit-ancilla system will therefore be
unitary. Furthermore, since in contrast to Sec. 5.2 the focus should not be on initial
correlations between qubit and ancilla, we assume the initial state to be uncorrelated. It
is given by ρ(t0) = ρQ(t0)⊗ ρA(t0), with ρQ(t0) and ρA(t0) the reduced states of qubit
and ancilla, respectively. Its dynamics reads

ρ(t) = Ut,t0(ρQ(t0)⊗ ρA(t0))U†
t,t0
, (5.64)

where Ut,t0 ∈ SU(4) describes the time-evolution operator of the joint qubit-ancilla system.
The time-evolved state of the qubit becomes

ρQ(t) = trA {Ut,t0(ρQ(t0)⊗ ρA(t0))U†
t,t0

} = DQ
t,t0;ρA(t0)

[ρQ(t0)], (5.65)

where we have introduced the dynamical map DQ
t,t0;ρA(t0)

∶ LHQ → LHQ for the reduced
system of the qubit. Note that due to the strong coupling between qubit and ancilla, the
dynamical map DQ

t,t0;ρA(t0)
will depend substantially on the ancilla’s initial state ρA(t0),

which is the reason why indicate this dependence explicitly.
Besides the generalization of Hamiltonian (5.63) compared to Sec. 5.2, also the control

task will be the most general one, namely to maximize the qubit’s purity PQ(t) at final
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time T . In terms of optimal control this implies minimization of the final-time functional

JT [ρ, T ] = 1 −PQ(T ) = 1 − tr{ρQ(T )2} (5.66)

with ρQ(T ) given by Eq. (5.65). In the following, we want to identify the time-optimal
solution to do this. In contrast to Sec. 5.2, we will examine how this time-optimal solution
depends on the operators OQ and OA, which specify the type of qubit-ancilla interaction,
and on Octrl, which specifies the local qubit control.

5.3.2 A Lie Algebraic Analysis of the Reset Task

Before we will delve into the details how to optimally choose E(t) in dependence of
Octrl,OQ and OA, we can examine the question from an even more fundamental perspective.
Let U = Ut,t0 ∈ SU(4) be the time-evolution operator for the qubit-ancilla system. In view
of Eq. (5.65), the most fundamental question to ask is which requirements U needs to
fulfill such that it allows purification of the qubit in the first place. The answer to this
question is independent of the particular Hamiltonian and control field that generate U
and therefore independent of the choice of Octrl,OQ and OA. Hence, we will forget about
Hamiltonian (5.63) for a moment. The question regarding the structural requirements
for U can be answered by the Cartan decomposition of the Lie group SU(4). To this end,
we will briefly summarize its basic concept [11].

Definition 5.1. (Cartan Decomposition) Let g be a semisimple Lie algebra. Its decom-
position g = k⊕ p with p = k� is called Cartan decomposition of g if [k, k] ⊂ k, [p, k] ⊂ p and
[p,p] ⊂ k. A maximal Abelian subalgebra a ⊂ p is called Cartan subalgebra.

Let G be the Lie group generated by g. A Cartan decomposition of G is given by
G =K exp{a}K with K = exp{k} the compact subgroup of G generated by k. If we now
consider the case g = su(4) that describes to the joint qubit-ancilla system, its Cartan
decomposition is well known and takes the form [245]

k = span{σQ
x ⊗ 1A, σ

Q
y ⊗ 1A, σ

Q
z ⊗ 1A,1Q ⊗ σA

x ,1Q ⊗ σA
y ,1Q ⊗ σA

z },
p = span{σQ

x ⊗ σA
x , σ

Q
x ⊗ σA

y , σ
Q
x ⊗ σA

z ,

σQ
y ⊗ σA

x , σ
Q
y ⊗ σA

y , σ
Q
y ⊗ σA

z ,

σQ
z ⊗ σA

x , σ
Q
z ⊗ σA

y , σ
Q
z ⊗ σA

z }, (5.67)

from which it is evident that its Cartan decomposition separates operators that act locally
on either qubit or ancilla into k and operators responsible for qubit-ancilla interactions
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Figure 5.13: Symmetries (upper part) and construction of the Weyl chamber (lower part) for
the characterization of the non-local part A of a two-qubit operation U ∈ SU(4), cf. Eq. (5.69).
The shaded polyhedron within the Weyl chamber describes all perfectly entangling operations.
The orange lines highlight those U which lead to unital maps for the reduced system of the qubit.
The green line anticipates a time-optimal path for qubit purification identified in the following.
The letters mark specific points in the Weyl chamber.

into p. While a Cartan subalgebra a ⊂ g is in general not unique, a possible choice in
case of g = su(4) is given by [245]

a = span{σQ
x ⊗ σA

x , σ
Q
y ⊗ σA

y , σ
Q
z ⊗ σA

z }. (5.68)

In consequence, the Cartan decomposition of G = SU(4) implies that we can write every
element U ∈ SU(4) as [245]

U = KAK′, A = exp{ i
2
[c1 (σQ

x ⊗ σA
x ) + c2 (σQ

y ⊗ σA
y ) + c3 (σQ

z ⊗ σA
z ) ]} , (5.69)

with K = KQ ⊗ KA ∈ K and K′ = K′
Q ⊗ K′

A ∈ K with K = SU(2) ⊗ SU(2). The Cartan
decomposition therefore allows us to decompose a general qubit-ancilla operator U ∈ SU(4)
into its local components K and K′ and its non-local part A. The latter is exclusively
determined by the coefficients c1, c2, c3 ∈ [0, π] cf. Eq. (5.69). In the following, we
will refer to these coefficients as non-local (NL) coordinates. After reducing redundant
symmetries within the full cube defined by c1, c2, c3 ∈ [0, π], sketched in the upper part
of Fig. 5.13, we obtain the so-called Weyl chamber, sketched in lower part of Fig. 5.13.
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The Weyl chamber constitutes a symmetry-reduced representation of the non-local part
A of an arbitrary U ∈ SU(4). See Ref. [245] for a more detailed explanation of the Cartan
decomposition and the Weyl chamber.

The important implication of Eq. (5.69) with respect to resetting the qubit is that
only the non-local part A of U can be responsible for any interaction between qubit and
ancilla. It must therefore be responsible for the entropy exchange between qubit and
ancilla. In contrast, the local operations K,K′ ∈ SU(2)⊗ SU(2) are only responsible for
local unitary transformations and do therefore not change the entropy of neither qubit
nor ancilla. Hence, in order to answer the original question regarding which U ∈ SU(4)
allow for qubit purification, we note that due to the Cartan decomposition of Eq. (5.69),
the problem reduces to an analysis of only A. Hence, the question becomes how A needs
to be structured in order to allow qubit purification.

A necessary condition for purification of the qubit is the non-unitality of its dynamical
map [45]. A dynamical map is called unital if it maps the identity onto itself. In terms of
Eq. (5.65), non-unitality therefore requires DQ

t,t0;ρA(t0)
[1Q] ≠ 1Q, cf. Eq. (5.65). In order

to check whether DQ
t,t0;ρA(t0)

behaves unital or not, we consider the initial state

ρ(t0) = 1Q ⊗ ρA(t0) ρA(t0) =
⎛
⎝
pe

A γA

γ∗A pg
A

⎞
⎠
, (5.70)

where pg
A (pe

A) is the ancilla’s ground (excited) state population and γA ∈ C its coherences.
Using Eq. (5.69), we find for an arbitrary time-evolution operator U = Ut,t0 ∈ SU(4) that

DQ
t,t0;ρA(t0)

[1Q] = trA {U (1Q ⊗ ρA(t0))U†} = KQtrA {A (1Q ⊗ ρ′A)A†}K†
Q, (5.71)

where

ρ′A = K′
AρA(t0)K′†

A =
⎛
⎝
pe′

A γ′A
γ′∗A pg′

A

⎞
⎠

(5.72)

is the locally transformed ancilla state. Unitality of DQ
t,t0;ρA(t0)

is determined by the
partial trace in Eq. (5.71), since KQ1QK†

Q = 1Q for any KQ ∈ SU(2). We therefore see
that the non-local part A is indeed the only relevant part from U. Evaluating the partial
trace yields

trA {A (1Q ⊗ ρ′A)A†} = 1Q + [2Re{γ′A} sin(c2) sin(c3)]σx

− [2Im{γ′A} sin(c1) sin(c3)]σy
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− [ (pg′
A − pe′

A) sin(c1) sin(c2)]σz. (5.73)

From Eq. (5.73) we can conclude that any U ∈ SU(4), which gives rise to only a single
non-vanishing NL coordinate ck necessarily yields a unital map DQ

t,t0;ρA(t0)
for the qubit,

and qubit purification is not possible at all. This follows from the fact that with only one
non-vanishing NL coordinates, i.e. two vanishing ones, each term in the right hand side
of Eq. (5.73) contains at least one vanishing sine factor, which causes all terms except
1Q to vanish. The occurrence of two non-vanishing NL coordinates is thus necessary but
not yet sufficient to guarantee non-unitality of DQ

t,t0;ρA(t0)
. With two non-vanishing NL

coordinates at least one term besides 1Q has two non-vanishing sine factors. However,
this term can still vanish due to its dependence on ρ′A, i.e., on the initial ancilla state
ρA(t0) and local operation K′

A. A guarantee of non-unitality for DQ
t,t0;ρA(t0)

, independent
of the ancilla’s initial state ρ′A, is only given by three non-vanishing NL coordinates. Note
that we always assume ρA(t0) ≠ 1A/2, since this would otherwise imply pg′

A = pe′
A = 1/2

and γ′A = 0 and DQ
t,t0;ρA(t0)

would always be unital. This observation is in accordance
with physical and thermodynamical intuition. If the ancilla is initially in a completely
mixed state, i.e., ρA(t0) = 1A/2, it contains the largest possible amount of entropy and
can therefore not absorb any further entropy from the qubit. Non-unitality is therefore
the most fundamental requirement for qubit reset.

We now compare the requirements for U ∈ SU(4) to give rise to a non-unital qubit map
DQ
t,t0;ρA(t0)

with the requirements for U ∈ SU(4) to give rise to an entangling operation
between qubit and ancilla. The latter can also be conveniently analyzed via U’s non-local
part A and the Weyl chamber [245]. While the two points marked by O and L1 in the
Weyl chamber, cf. Fig. 5.13, correspond to the case A = 1, all remaining points give rise
to an entangling operation A between qubit and ancilla. The shaded polyhedron in the
Weyl chamber’s center describes the set of perfectly entangling operations, i.e., those
operations for which at least one factorized state exists on input that becomes maximally
entangled on output. See Ref. [246] for a definition and measure of a quantum gate’s
entangling capability. From Fig. 5.13 it is immediately clear that the c1-axis represents
all operations A with at most one non-vanishing NL coordinate. Due to Eq. (5.73), we
know that it gives rise to only unital dynamical maps DQ

t,t0;ρA(t0)
. Surprisingly, the c1-axis

even contains one point of the polyhedron of perfect entanglers — the point L, which
corresponds to the cNOT gate [2] and all gates that are locally equivalent to it, which
for instance includes the cPHASE gate. However, albeit being perfect entanglers, cNOT
and cPHASE yield unital maps DQ

t,t0;ρA(t0)
for the qubit, irrespective of ρA(t0). We can

therefore conclude that the capability of U ∈ SU(4) to create entanglement between qubit
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and ancilla is a necessary but not a sufficient condition for purification of the qubit. This
implies the rather surprising and non-intuitive conclusion that qubit purification is an
even more challenging task for the dynamics than to create entanglement.

5.3.3 Time-Optimal Qubit Reset

In the last subsection, we have identified the fundamental requirements for the time-
evolution operator Ut,t0 ∈ SU(4) to yield a non-unital dynamical map DQ

t,t0;ρA(t0)
for

the reduced system of the qubit from a mathematical perspective. These requirements
hold independent on how the actual Hamiltonian that generates Ut,t0 looks like in
practice. Now, in order to have a physically well motivated model, we explicitly consider
Hamiltonian (5.63) as the generator of the dynamics. Thus, as a next step, we need to
examine whether it fulfills the requirements, i.e., gives rise to at least two non-vanishing
NL coordinates. To this end, we first take the static Hamiltonian of qubit and ancilla to
be given by HQ = ωQσ

Q
z /2 and HA = ωAσ

A
z /2, respectively, where ωQ and ωA are their

static energy level splittings. However, the total qubit-ancilla Hamiltonian (5.63) is still
not fully specified due to the freedom to choose Octrl,OQ,OA ∈ su(2), i.e., to choose the
type of local qubit control and qubit-ancilla interaction. We will first restrict them to
be one of the three Pauli operators, i.e., Octrl,OQ,OA ∈ {σx, σy, σz}, although we will lift
this restriction later.
In order to connect the Hamiltonian (5.63) to the purification condition, stated in

terms of the number Nnl of non-vanishing NL coordinates of the joint qubit-ancilla time-
evolution operator Ut,t0 , we first consider the Hamiltonian’s dynamical Lie algebra g that
each combination of Octrl,OQ,OA ∈ {σx, σy, σz} gives rise to. As explained in more detail
in Subsec. 2.3.1, the dynamical Lie algebra describes the set g ⊂ su(4) of elements from
the full algebra su(4) that can be realized by Hamiltonian (5.63). It therefore determines
the set of time-evolution operators U = exp{g} ⊂ SU(4) that can be realized by at least
on feasible choice of the control field E(t). We know that the Cartan decomposition of U
will immediately tell us whether we can expect Nnl ≤ 2, i.e., at least two non-vanishing
NL coordinates in the non-local part of the time-evolution operator Ut,t0 ∈ U . However,
for Hamiltonian (5.63), it is also possible to see this from the dynamical Lie algebra g

and its Cartan decomposition g = k⊕ p. To this end, note that while the dynamical Lie
algebra g depends on the specific choice of Octrl,OQ and OA, this dependence gets also
transferred to the Cartan decomposition g = k ⊕ p for each of these choices. For each
Cartan decomposition g = k⊕ p, we then need to identify a Cartan subalgebra a ⊂ p for
which we know that, on the level of the corresponding Lie group U = exp{g}, it determines
the non-local part A ∈ exp{a} within U = K′AK′ where K,K′ ∈ exp{k}, cf. Eq. (5.69). The



134 5. Time-Optimal Qubit Reset

OQ ⊗OA Octrl k p a

σxσx σQ
x σA

z , σ
Q
x , σ

Q
y , σ

Q
z σxσx, σxσy, σyσx, σyσy, σzσx, σzσy σxσx, σyσy

σxσx σQ
y σA

z , σ
Q
x , σ

Q
y , σ

Q
z σxσx, σxσy, σyσx, σyσy, σzσx, σzσy σxσx, σyσy

σxσx σQ
z σA

z , σ
Q
z σxσx, σxσy, σyσx, σyσy σxσx, σyσy

σxσy σQ
x σA

z , σ
Q
x , σ

Q
y , σ

Q
z σxσx, σxσy, σyσx, σyσy, σzσx, σzσy σxσx, σyσy

σxσy σQ
y σA

z , σ
Q
x , σ

Q
y , σ

Q
z σxσx, σxσy, σyσx, σyσy, σzσx, σzσy σxσx, σyσy

σxσy σQ
z σA

z , σ
Q
z σxσx, σxσy, σyσx, σyσy σxσx, σyσy

σxσz σQ
x σA

z , σ
Q
x , σ

Q
y , σ

Q
z σxσz, σyσz, σzσz σzσz

σxσz σQ
y σA

z , σ
Q
x , σ

Q
y , σ

Q
z σxσz, σyσz, σzσz σzσz

σxσz σQ
z σA

z , σ
Q
z σxσz, σyσz σxσz

σyσx σQ
x σA

z , σ
Q
x , σ

Q
y , σ

Q
z σxσx, σxσy, σyσx, σyσy, σzσx, σzσy σxσx, σyσy

σyσx σQ
y σA

z , σ
Q
x , σ

Q
y , σ

Q
z σxσx, σxσy, σyσx, σyσy, σzσx, σzσy σxσx, σyσy

σyσx σQ
z σA

z , σ
Q
z σxσx, σxσy, σyσx, σyσy σxσx, σyσy

σyσy σQ
x σA

z , σ
Q
x , σ

Q
y , σ

Q
z σxσx, σxσy, σyσx, σyσy, σzσx, σzσy σxσx, σyσy

σyσy σQ
y σA

z , σ
Q
x , σ

Q
y , σ

Q
z σxσx, σxσy, σyσx, σyσy, σzσx, σzσy σxσx, σyσy

σyσy σQ
z σA

z , σ
Q
z σxσx, σxσy, σyσx, σyσy σxσx, σyσy

σyσz σQ
x σA

z , σ
Q
x , σ

Q
y , σ

Q
z σxσz, σyσz, σzσz σzσz

σyσz σQ
y σA

z , σ
Q
x , σ

Q
y , σ

Q
z σxσz, σyσz, σzσz σzσz

σyσz σQ
z σA

z , σ
Q
z σxσz, σyσz σxσz

σzσx σQ
x σA

z , σ
Q
x , σ

Q
y , σ

Q
z σxσx, σxσy, σyσx, σyσy, σzσx, σzσy σxσx, σyσy

σzσx σQ
y σA

z , σ
Q
x , σ

Q
y , σ

Q
z σxσx, σxσy, σyσx, σyσy, σzσx, σzσy σxσx, σyσy

σzσx σQ
z σA

z , σ
Q
z σzσx, σzσy σzσx

σzσy σQ
x σA

z , σ
Q
x , σ

Q
y , σ

Q
z σxσx, σxσy, σyσx, σyσy, σzσx, σzσy σxσx, σyσy

σzσy σQ
y σA

z , σ
Q
x , σ

Q
y , σ

Q
z σxσx, σxσy, σyσx, σyσy, σzσx, σzσy σxσx, σyσy

σzσy σQ
z σA

z , σ
Q
z σzσx, σzσy σzσx

σzσz σQ
x σA

z , σ
Q
x , σ

Q
y , σ

Q
z σxσz, σyσz, σzσz σzσz

σzσz σQ
y σA

z , σ
Q
x , σ

Q
y , σ

Q
z σxσz, σyσz, σzσz σzσz

σzσz σQ
z σA

z , σ
Q
z σzσz σzσz

Table 5.2: Dynamical Lie algebras g, their respective Cartan decompositions g = k ⊕ p and a
possible choice for the Cartan subalgebra a ⊂ p for all possible combinations of Hamiltonian (5.63)
with Octrl,OQ,OA ∈ {σx, σy, σz}. The interaction part and the qubit control are given by
HI = J(OQ ⊗ OA) and Hctrl(t) = E(t)Octrl, respectively. Note that for brevity, we use the
short notation σQ

x ⊗ 1A → σQ
x and σQ

y ⊗ σA
z → σyσz.
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rationale behind this is that the dynamical Lie algebra g in general — and the Cartan
subalgebra a in particular — already determines on the level of the algebra whether we
can expect a qubit-ancilla dynamics that gives rise to Nnl ≥ 2 for the specific combination
Octrl,OQ,OA ∈ {σx, σy, σz}. For Hamiltonian (5.63) we find the equivalence Nnl = dim{a}.
Since a can be entirely determined from the Hamiltonian and no further knowledge
of the actual dynamics is required, this provides an easy recipe to determine Nnl. It
thus allows to determine those combinations of Octrl,OQ,OA ∈ {σx, σy, σz}, which allow
for Nnl ≥ 2 and are therefore fundamentally capable for qubit purification. Table 5.2
summarizes the dynamical Lie algebras g for all combinations Octrl,OQ,OA ∈ {σx, σy, σz}
and presents possible choices for a. Out of the 3 × 3 × 3 = 27 possible combinations of
Octrl,OQ,OA ∈ {σx, σy, σz}, we find that only 16 have a Cartan subalgebra a of dimension
2, while the remaining 11 combinations have dim{a} = 1 and are therefore incapable of
resetting the qubit. However, it should be noted that the equivalence of Nnl = dim{a}
does not hold in general but is a rather convenient coincidence for the current scenario.
While the analysis of the dynamical Lie algebra g readily reveals those combinations

of Octrl,OQ,OA ∈ {σx, σy, σz} that are fundamentally capable of qubit reset in the first
place, it does not provide any information on how the control field E(t) needs to be
chosen in practice in order to reset the qubit. By now, we merely know that it is generally
possible by a suitable choice of E(t). Thus, in the remainder of this subsection we will
derive the time-optimal solution for all 16 combinations that allow for qubit reset. We
will discuss the solution explicitly and exemplarily for OQ = OA = σx and two choices of
the control Hamiltonian, (i) Octrl = σx and (ii) Octrl = σz. The reason behind this is that
the solutions for other combinations follow the same scheme and yield identical results.
We therefore restrict our discussion to these two cases. We assume a factorized initial
state ρ(t0) = ρQ(t0)⊗ ρA(t0) with the ancilla in thermal equilibrium, i.e., without ancilla
coherences,

ρ(t0) = ρQ(t0)⊗ ρA(t0) =
⎛
⎝
pe

Q γQ

γ∗Q pg
Q

⎞
⎠
⊗

⎛
⎝
pe

A 0
0 pg

A

⎞
⎠
. (5.74)

pg
Q (pe

Q) and pg
A (pe

A) are the ground (excited) state population of qubit and ancilla,
respectively, and γQ is the qubit’s coherences.
It should be mentioned that case (ii) is very similar — albeit not identical — to

the model and scenario discussed in Sec. 5.2. Here, we seek to maximize the qubit’s
purity instead of its ground state population pg

Q(T ) at final time T , cf. Eq. (5.66).
From a physical perspective, this means that we do not optimize towards a specific
target state but rather towards any pure state that can be reached. The optimization
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Figure 5.14: Qubit purity PQ(t) as function of time. The gray area corresponds to the
superimposed evolutions of different initial states ρ(t0) = ρQ(t0)⊗ρA(t0) with ρA(t0) the thermal
equilibrium state and ρQ(t0) sampled randomly under the condition of identical purity. The
red (black) dots indicate the values for PQ(τ) obtained with optimized (constant resonant) E(t)
evaluate at final time τ . Panels (a), (d) show PQ(t) determined analytically by Eq. (5.84), (b)
and (e) show the corresponding numerical results without any approximation, and (c) and (f)
present a zoomed-in view around Tmin. The dashed blue lines indicate the upper and lower bound
of PQ(t) as predicted by Eq. (5.84). The parameters are ωQ = 1, ωA = 3, J = 0.1, and inverse
temperature β = 1.

target is therefore less restrictive and should in principle allow for more solutions. We
can nevertheless use the physical insights from Sec. 5.2 as a starting point to solve
this more general control problem. For the case (ii), we know from Sec. 5.2 that a
time-optimal qubit reset is achieved by a constant field E(t) = E that puts qubit and
ancilla into resonance, i.e., E is chosen such that λ1 − λ0 = ωA where λ0 < λ1 are the
eigenvalues of the driven qubit Hamiltonian HQ + EOctrl. Therefore, a constant resonant
field seems to be a suitable guess field for numerical optimization of the qubit purity, i.e.,
minimization of Eq. (5.66). To this end, Fig. 5.14 shows the time-evolution of the qubit
purity PQ(t) under a resonant field for one hundred randomly chosen initial qubit states
ρQ(t0). Figure 5.14 compares an analytical approximation, panels (a) and (d), which
we will discuss in a bit, and a full numerical solution, panels (b) and (e), for cases (i)
and (ii). Interestingly, for all initial states ρQ(t0), maximal purity Pmax

Q = P init
A occurs

at roughly the same time Tmin for the same constant resonant field, cf. Fig. 5.14(c,f).
P init

A denotes the ancilla’s initial purity. Surprisingly, Tmin differs for cases (i) and (ii).
While in case (ii) it coincides with the minimal Tmin = π/(2J), which has already been
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identified in Sec. 5.2 as the quantum speed limit for factorizing initial states, in case (i)
it is much longer. Thus, a quite natural question to ask is whether this prolongation of
the reset time compared to case (ii) is a consequence of the resonant guess field that,
potentially, constitutes a bad choice here. Again, this question can be naturally answered
by optimal control. To this end, we use Krotov’s method to optimize the field E(t),
t ∈ [0, τ], such that it maximizes PQ(τ), i.e., minimizes Eq. (5.66), for final times τ ≠ Tmin.
For a few choices of τ , the red and black dots in Fig. 5.14(b,e) compare the qubit purity
PQ(τ) obtained with constant resonant and optimized fields, respectively. In general,
the optimized fields improve PQ(t) compared to the constant resonant field. However,
for τ < Tmin, the optimization results reveal that an upper bound for PQ(τ) exists. A
closer inspection reveals that this upper bound can be attained exactly when employing
a constant resonant field and when ρQ(t0) is initially coherence-free, i.e., γQ = 0, and
fulfills pg

Q > pe
Q. For all other initial qubit states ρQ(t0), i.e., in the presence of initial

qubit coherences or when pg
Q < pe

Q, the control field E(t) needs to rotate the coherences
into population or invert the population distribution. Only after that, the control fields
again establish resonance, which causes the maximal flow of entropy from the qubit to
the ancilla within the given time τ < Tmin. This explains why, in case (i), the optimized
fields E(t), which couple via Octrl = σQ

x , all exhibit a strong off-resonant peak in the
beginning, followed by the resonant protocol. While the idea is in general very similar
to that discussion for Fig. 5.12, here the off-resonant peak only controls the coherences
γQ of the qubit and not the correlations between qubit and ancilla. To this end, for the
case (ii) with Octrl = σz, a second control field E ′(t) that couples via O′

ctrl = σx has been
added and utilized during the optimization. This has been necessary, since the original
control field E(t) couples only via Octrl = σz and is therefore not sufficient to control γQ.
However, in both cases (i) and (ii), only for times τ ≥ Tmin it is possible to reach Pmax

Q ,
which corresponds to a swap of purities between qubit and ancilla. Moreover, we observe
in Fig. 5.14 that the constant resonant field, that has been used as a guess field for the
optimization, readily gives rise to this swap of purities in minimal time Tmin. When
allowing for times τ > Tmin, a purity swap between qubit and ancilla remains the optimal
purification result with the corresponding optimal fields being more complex than the
constant resonant solution for τ = Tmin. This is in agreement with the findings of Sec. 5.2
but extends these results to new types of couplings between qubit and ancilla and new
types of local control on the qubit.

Based on these numerical results, we conjecture that time-optimal purification always
requires us to choose a constant resonant field, i.e., E(t) = E such that λ1 − λ0 = ωA,
independent of Octrl,OQ and OA. Hence, in order to get some more insight about what
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causes the differences in Tmin between cases (i) and (ii), we will analytically solve the
dynamics of the joint qubit-ancilla system under a resonant field in the following. It
will provide us with an analytical formula for the qubit purity PQ(t) and an analytical
expression for Tmin. This is desirable, since Tmin depends strongly on the combination
Octrl,OQ,OA ∈ {σx, σy, σz} — not only for cases (i) and (ii) but also for all remaining
combinations that have not been explicitly discussed for far. It will therefore allow us
to understand the difference in Tmin observed for case (i) and (ii) and, moreover, it
will also enable us to predict Tmin for every combination. To this end, we exemplarily
demonstrate the procedure to obtain Tmin analytically for case (i). However, it should
be again emphasized that this procedure works similarly for any other combination of
Octrl,OQ,OA ∈ {σx, σy, σz}.

In case (i), the resonant field is given by E(t) = E =
√
ω2

A − ω2
Q/2 and we will fix it

at this value for the remainder of the section. We start by applying a transformation
T = TQ ⊗ 1A, where TQ is chosen such that it diagonalizes the driven qubit Hamiltonian
HQ+EOctrl. The transformed version H′ of the joint qubit-ancilla Hamiltonian H becomes

H′ = T†HT =

⎛
⎜⎜⎜⎜⎜
⎝

ωA B 0 A

B∗ 0 A 0
0 A 0 −B
A 0 −B∗ −ωA

⎞
⎟⎟⎟⎟⎟
⎠

(5.75)

with A = JωQ/ωA and B = J
√
ω2

A − ω2
Q/ωA. Note that the resonance condition implies

J2 = ∣A∣2 + ∣B∣2. The time-evolution operator Ut,t0 can be calculated analytically for
Hamiltonian (5.75) and reads (dropping time-dependencies in the following)

Ut,t0 = e−iH′(t−t0) =

⎛
⎜⎜⎜⎜⎜
⎝

u11 u12 u13 u14

u12 u22 u23 u13

u13 u23 u∗22 u∗12
u14 u13 u∗12 u∗11

⎞
⎟⎟⎟⎟⎟
⎠

(5.76)

with

u11 =
1
2

⎡⎢⎢⎢⎢⎣
δ+ cos(Φ+) + δ− cos(Φ−) − i 1

η+
(δ+ωA + 2∣B∣2

Ω
) sin(Φ+)

− i 1
η−

(δ−ωA − 2∣B∣2
Ω

) sin(Φ−)
⎤⎥⎥⎥⎥⎦
, (5.77a)
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u12 =
B

Ω
( cos(Φ+) − cos(Φ−)) − iB

2
( δ+
η+

sin(Φ+) +
δ−
η−

sin(Φ−)) , (5.77b)

u13 = −i
AB

Ω
( 1
η+

sin(Φ+) −
1
η−

sin(Φ−)) , (5.77c)

u14 = −i
A

2
( δ+
η+

sin(Φ+) +
δ−
η−

sin(Φ−)) , (5.77d)

u22 =
1
2

⎡⎢⎢⎢⎢⎣
δ+ cos(Φ−) + δ− cos(Φ+) − i2∣B∣2

η+Ω
sin(Φ+) + i2∣B∣2

η−Ω
sin(Φ−)

⎤⎥⎥⎥⎥⎦
, (5.77e)

u23 = −i
A

2
( δ+
η−

sin(Φ−) +
δ−
η+

sin(Φ+)) , (5.77f)

where δ± = 1 ± ωA/Ω, Ω2 = ω2
A + 4∣B∣2,

η2
± = J2 + ωA

2
(ωA ±Ω) (5.78)

and Φ± = Φ±(t) = η±t is the only time-dependent quantity in Eq. (5.77).

While Eqs. (5.76) and (5.77) are exact, we can find substantially simpler expressions
by employing some approximations. This is necessary in order to find sufficiently simple
analytical expressions for PQ(t) and Tmin. To this end, we first notice that each element
of the time-evolution operator Ut,t0 is given by a sum of trigonometric functions. We then
compare their amplitudes in order to identify the dominant terms. As an illustration, we
will demonstrate the approximations explicitly for the amplitude of the final term of u11

in Eq. (5.77a), even though the procedure is equivalent for all other contributions. Using
the relation J2 = ∣A∣2 + ∣B∣2, we express all variables in terms of A, B, and ωA. For the
final term in Eq. (5.77a), this results in

δ− = 1 − ωA

2
√
ω2

A + ∣B∣2
, η2

− = ∣A∣2 + ∣B∣2 + ω
2
A
2
− ωA

2

√
ω2

A + 4∣B∣2. (5.79)

Since J ≪ ωA and ∣B∣ ≤ J , this suggests an expansion of all variables in B,

δ− ≈
2∣B∣2
ω2

A
+O (∣B∣4) , (5.80a)

η− ≈ ∣A∣ +O (∣B∣4) , (5.80b)

Ω ≈ ωA + 2∣B∣2
ω2

A
+O (∣B∣4) . (5.80c)
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With these approximated variables, we find

i
η−

(δ−ωA − 2∣B∣2
Ω

) ∼ O (∣B∣4) , (5.81)

and can conclude that we can neglect the final term in Eq. (5.77a). Carrying out similar
approximations for the other terms in Eq. (5.77) leads to

u11 ≈ cos(Φ+) − i sin(Φ+), (5.82a)
u12 ≈ 0, (5.82b)
u13 ≈ 0, (5.82c)
u14 ≈ 0, (5.82d)
u22 ≈ cos(Φ−), (5.82e)
u23 ≈ i sin(Φ−). (5.82f)

The corresponding approximated time-evolution operator Ut,t0 allows us to obtain a
simplified expression for the time-evolution of the qubit purity PQ(t). In order to derive
it, we assume the initial state of qubit and ancilla to be of the form (5.74). In that case,
the qubit purity is given by

PQ(t) = tr{tr2
A {Ut,t0(ρQ(t0)⊗ ρA(t0))U†

t,t0
}}

= [pe
Qp

e
A∣u11∣2 + pe

Qp
g
A∣u22∣2 + pg

Qp
e
A∣u23∣2]

2

+ [pg
Qp

g
A∣u11∣2 + pg

Qp
e
A∣u22∣2 + pe

Qp
g
A∣u23∣2]

2
+ 2∣γQ∣2∣u11∣2∣u22∣2. (5.83)

Inserting the approximated expression from Eq. (5.82), the qubit purity becomes

PQ(t) ≈ [pg
Qp

g
A + pg

Qp
e
A cos2(ηt) + pe

Qp
g
A sin2(ηt)]

2

+ [pe
Qp

e
A + pg

Qp
e
A sin2(ηt) + pe

Qp
g
A cos2(ηt)]

2
+ 2∣γQ∣2 cos2(ηt), (5.84)

where

η2 = J2 + ωA
2

(ωA −
√
ω2

A + 4∣B∣2) , B = J

√
ω2

A − ω2
Q

ωA
. (5.85)

In order to determine the minimum time for purification Tmin, we demand a local
maximum in PQ(t). Mathematically, this implies that we ask for a time t, where the
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maximum criteria ṖQ(t) = 0 and P̈Q(t) < 0 are fulfilled. Plugging in the uij ’s from
Eq. (5.82), we find the solution

Tmin =
π

2η
≈ π

2∣A∣ , (5.86)

for which we analytically obtain PQ(Tmin) = Pmax
Q = P init

A , i.e., Tmin corresponds to the
minimal time that yields a swap of purities between qubit and ancilla. Note that we have
used the approximation η ≈ ∣A∣ from Eq. (5.80b) in the second step of Eq. (5.86). We
will discuss this approximation later.

We now have an analytical expression for the qubit’s purity PQ(t) as well as the
minimal reset time Tmin, derived for case (i). However, before proceeding to discuss
what actually determines Tmin for different combinations Octrl,OQ,OA ∈ {σx, σy, σz},
it should first be mentioned how the derivation of PQ(t) and Tmin differs for other
combinations. To this end, we need to recall that 16 out of the 27 possible combinations
Octrl,OQ,OA ∈ {σx, σy, σz} give rise to Nnl = dim{a} = 2, cf. Table 5.2. Moreover, it is
important to notice that the derivation for case (i), which has been presented so far, is valid
for all Hamiltonians of the form (5.75) — independent on how the two parameters A and
B look in practice but provided that the approximations in Eq. (5.82) hold. We therefore
know that the presented derivation holds for all combinations Octrl,OQ,OA ∈ {σx, σy, σz}
that, upon transforming from H to H′ via T, cf. Eq. (5.75), give rise to the same form of
H′ and thus the same solution — irrespective of their difference in H. We will label this
form as H′ = H′

1 in the following. Next, it can be shown that all 16 combinations from
Table 5.2, which allow for qubit reset in the first place, are described either by H′

1 or one
of the following three forms

H′
2 =

⎛
⎜⎜⎜⎜⎜
⎝

ωA B 0 A∗

B∗ 0 A 0
0 A∗ 0 −B
A 0 −B∗ −ωA

⎞
⎟⎟⎟⎟⎟
⎠

, (5.87a)

H′
3 =

⎛
⎜⎜⎜⎜⎜
⎝

ωA B 0 A∗

B∗ 0 A∗ 0
0 A 0 −B
A 0 −B∗ −ωA

⎞
⎟⎟⎟⎟⎟
⎠

, (5.87b)
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OQ ⊗OA Octrl form A B
Tmin

(model)
Tmin
(set 1)

Tmin
(set 2)

Tmin
(set 3)

σxσx σQ
x (1) J

ωQ
ωA

2J EωA
46.9 191 ns 81 ns 402 ns

σxσx σQ
y (3) −iJ 0 15.7 152 ns 49 ns 395 ns

σxσx σQ
z (1) J 0 15.7 152 ns 49 ns 395 ns

σxσy σQ
x (2) iJ ωQ

ωA
−2iJ EωA

46.9 191 ns 81 ns 402 ns
σxσy σQ

y (4) J 0 15.7 152 ns 49 ns 395 ns
σxσy σQ

z (2) iJ 0 15.7 152 ns 49 ns 395 ns

σxσz σQ
x - - - - - - -

σxσz σQ
y - - - - - - -

σxσz σQ
z - - - - - - -

σyσx σQ
x (3) iJ 0 15.7 152 ns 49 ns 395 ns

σyσx σQ
y (1) J

ωQ
ωA

2J EωA
46.9 191 ns 81 ns 402 ns

σyσx σQ
z (3) iJ 0 15.7 152 ns 49 ns 395 ns

σyσy σQ
x (4) −J 0 15.7 152 ns 49 ns 395 ns

σyσy σQ
y (2) iJ ωQ

ωA
−2iJ EωA

46.9 191 ns 81 ns 402 ns
σyσy σQ

z (4) −J 0 15.7 152 ns 49 ns 395 ns

σyσz σQ
x - - - - - - -

σyσz σQ
y - - - - - - -

σyσz σQ
z - - - - - - -

σzσx σQ
x (1) −2J EωA

J
ωQ
ωA

16.7 250 ns 62 ns 2055 ns
σzσx σQ

y (1) −2J EωA
J
ωQ
ωA

16.7 250 ns 62 ns 2055 ns
σzσx σQ

z - - - - - - -

σzσy σQ
x (2) −2iJ EωA

−iJ ωQ
ωA

16.7 250 ns 62 ns 2055 ns
σzσy σQ

y (2) −2iJ EωA
−iJ ωQ

ωA
16.7 250 ns 62 ns 2055 ns

σzσy σQ
z - - - - - - -

σzσz σQ
x - - - - - - -

σzσz σQ
y - - - - - - -

σzσz σQ
z - - - - - - -

Table 5.3: Summary of the parameters A and B for all interactions HI = J (OQ ⊗OA) and local
qubit controls Hctrl(t) = E(t)Octrl with E(t) = E =

√
ω2

A − ω2
Q/2 and Octrl,OQ,OA ∈ {σx, σy, σz}.

The third column indicates the form (i) of the Hamiltonian H′
i, cf. Eq. (5.87). The last four

columns provide the minimal time Tmin, predicted by Eq. (5.86), for purification of the qubit,
evaluated with the same parameters as in Fig. 5.14 (column labeled “model”) and for the physical
setting of two coupled superconducting qubits [247] with three sets of experimental parameters
(set 1: ωQ/2π = 12.8 GHz, ωA/2π = 16.1 GHz, J/2π = 65 MHz; set 2: ωQ/2π = 9.8 GHz, ωA/2π =
16.1 GHz, J/2π = 200 MHz; set 3: ωQ/2π = 15.8 GHz, ωA/2π = 16.1 GHz, J/2π = 25 MHz [248]).
For brevity, we use the short notation σQ

x ⊗ 1A → σQ
x and σQ

y ⊗ σA
z → σyσz.
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H′
4 =

⎛
⎜⎜⎜⎜⎜
⎝

ωA B 0 A

B∗ 0 −A 0
0 −A 0 −B
A 0 −B∗ −ωA

⎞
⎟⎟⎟⎟⎟
⎠

. (5.87c)

Table 5.3 provides an overview about which combinations of Octrl,OQ,OA ∈ {σx, σy, σz}
give rise to which Hamiltonian H′

1, . . . ,H′
4 and summarizes the individual expressions for A

and B. It should be furthermore noted that all Hamiltonians H′
1, . . . ,H′

4 can be obtained
with the same procedure, which is to choose a transformation operator T = TQ ⊗ 1A

such that TQ diagonalizes the driven qubit Hamiltonian HQ + EOctrl, where E is always
chosen resonantly. Although the expressions for A and B differ for each Hamiltonian and
depend on the considered combination Octrl,OQ,OA ∈ {σx, σy, σz}, cf. Table 5.3, all of
them give rise to an analytical solution for the time-evolution operator. For Hamiltonian
H′

1 we have U(1)
t,t0

= Ut,t0 as in Eq. (5.76) and for the remaining forms H′
2,H′

3,H′
4 we find

U(2)
t,t0

=

⎛
⎜⎜⎜⎜⎜
⎝

u11 u12 u13 −u14

−u12 u22 u23 u13

u13 −u23 u∗22 −u∗12
u14 u13 u∗12 u∗11

⎞
⎟⎟⎟⎟⎟
⎠

, (5.88a)

U(3)
t,t0

=

⎛
⎜⎜⎜⎜⎜
⎝

u11 u12 u13 −u14

−u12 u22 −u23 u13

u13 u23 u∗22 −u∗12
u14 u13 u∗12 u∗11

⎞
⎟⎟⎟⎟⎟
⎠

, (5.88b)

U(4)
t,t0

=

⎛
⎜⎜⎜⎜⎜
⎝

u11 u12 u13 u14

−u12 u22 −u23 u13

u13 −u23 u∗22 u∗12
u14 u13 u∗12 u∗11

⎞
⎟⎟⎟⎟⎟
⎠

. (5.88c)

The matrix elements for U(2)
t,t0
, . . . ,U(4)

t,t0
are identical to those used for U(1)

t,t0
, i.e., identical

to Eq. (5.77). Due to the similarity of the time-evolution operators U(1)
t,t0
, . . . ,U(4)

t,t0
, we

find that the qubit purity PQ(t) is given by Eq. (5.84) in all cases. Hence, the formula
for the minimal time Tmin, cf. Eq. (5.86), is also identical.

Equations (5.84) and (5.86) provide a unified framework to describe the qubit reset for
all combinations of Octrl,OQ,OA ∈ {σx, σy, σz} — given that qubit purification is possible
in the first place. Both equations are the basis for the analytical approximations for the
qubit’s purity dynamics and minimal reset time shown in Fig. 5.14(a,d). In order to
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evaluate the incisiveness of the approximations, it needs to be compared to their non-
approximated, numerical solution in Fig. 5.14(b,e), for which we observe that Eq. (5.84)
describes the numerical results for PQ(t) very accurately. Especially the minimum time
Tmin is predicted very accurately and matches the numerical observation for cases (i) and
(ii) in Fig. 5.14, as well as all other combinations Octrl,OQ,OA ∈ {σx, σy, σz} that have
not been explicitly discussed here. Moreover, as we can confirm based on the results
from the numerical optimizations presented in Fig. 5.14(b,e), Tmin indeed represents the
quantum speed limit for qubit reset for all combinations Octrl,OQ,OA ∈ {σx, σy, σz}. Note
that this has also been confirmed beyond the cases (i) and (ii) presented and discussed
so far. In addition, with a constant resonant control field E , the qubit’s purity PQ(t)
always achieves its maximum at Tmin, independent on the qubit’s initial state ρQ(t0).
This is reflected by Eq. (5.84) as well as by the non-approximated, numerical dynamics
evaluated for one hundred random initial states for ρQ(t0) in Fig. 5.14(b,e).

The presented findings are strong numerical evidence that we have actually identified
a time-optimal solution for qubit reset for all combinations of Octrl,OQ,OA ∈ {σx, σy, σz}.
The time-evolution operator Ut,t0 ∈ SU(4) corresponding to the resonant purification
protocol can also be analyzed in the Weyl chamber. The path it takes as time t moves from
t0 to Tmin is shown as green axis in Fig. 5.13. It is identical for all 16 combinations from
Table 5.2 with Nnl = 2. Although the numerical optimization results are strictly speaking
not a mathematical proof of time-optimality, we can nevertheless prove time-optimality
for the resonant reset protocol in eight of 16 cases by employing the time-optimal tori
theorem from Ref. [249]. In brevity, the latter defines a lower bound for the minimal
time Tqsl to implement any two qubit operation U ∈ SU(4). This lower bound is entirely
determined by the NL coordinates c1, c2, c3 that describe the non-local part of U within
the Weyl chamber, cf. Eq. (5.69). For Hamiltonian (5.63), this lower bound is given by
Tqsl = ∑3

k=1 ∣ck∣/(2J). Since we know from our numerical solutions that the path of the
time-optimal qubit reset corresponds to the green axis, we have (c1, c2, c3) = (π/2, π/2, 0)
as our target operation within the Weyl chamber and thus Tqsl = π/(2J). This lower
bound coincides with the minimal reset time Tmin that we have derived for eight out
of the 16 combinations of Table 5.3, where qubit reset is feasible. Hence, for these
cases it proves that the resonant reset protocol is time-optimal. Although this theorem
can, unfortunately, not be applied to the remaining eight cases, it nevertheless still
strongly supports our numerical evidence of time-optimality for the resonant protocol.
Our conjecture of time-optimality is also in line with other use cases, where numerical
optimal control has allowed to determine the quantum speed limit of various quantum
operations [250–252].
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In the remainder of this subsection, we will examine what determines the strong
differences in reset times Tmin for different combinations of Octrl,OQ,OA ∈ {σx, σy, σz}.
To this end, we first note that Tmin is only determined by η, cf. Eq. (5.85), and thus
essentially by ∣A∣, cf. Eq. (5.86). The latter should therefore be as large as possible
in order for Tmin to be minimal. Unfortunately, A can not be chosen at will but is
determined by the choice of Octrl,OQ,OA ∈ {σx, σy, σz} and by the resonance condition
λ1 − λ0 = ωA. From Table 5.3 we see that ∣A∣ exists in three different magnitudes that
give rise to three different reset times, namely

T
(1)
min =

π

2J
, T

(2)
min =

π

2J
⋅ ωA
ωQ

, T
(3)
min =

π

2J
⋅ ωA√

ω2
A − ω2

Q

. (5.89)

Among these times, T (1)
min always represents the global minimum amid all Hamiltonians

discussed in Table 5.3. While all these times correspond to a time-optimal solution for
qubit reset, it still shows that depending on the characteristics of the Hamiltonian (5.63)
not all combinations Octrl,OQ,OA ∈ {σx, σy, σz} allow for the fastest reset and care is
required when designing the respective physical devises. To emphasize this, Table 5.3
lists Tmin for the model parameters used in Fig. 5.14 as well as exemplarily for a potential
experimental realization with two superconducting qubits [247, 248]. On the one hand, it
demonstrates that qubit reset is in general feasible on a time scale of the order of 100 ns
— or even shorter, depending on the device parameters. On the other hand, however, it
shows that the type of qubit-ancilla coupling and local qubit control give rises to very
distinct minimal reset times — some of them even differing by an order of magnitude.
From a physical perspective, knowledge about which combinations Octrl,OQ,OA ∈

{σx, σy, σz} give rise to which reset time is already very helpful. However, we still do not
have an explanation why the reset times differ that much — even in cases where two
combinations of Octrl,OQ,OA ∈ {σx, σy, σz} differ only slightly, for instance in only one
of the three operators. Unfortunately, this problem can not be answered on the level of
the dynamical Lie algebra g as can be easily demonstrated by the following example.
Let the qubit-ancilla interaction be given by OQ = OA = σx and let us consider the two
combinations where Octrl = σx and Octrl = σy. Both sets of operators {Octrl,OQ,OA}
differ only by Octrl. Interestingly, although both sets still give rise to the same dynamical
Lie algebra g, cf. Table 5.2, they yield different reset times, i.e., Tmin belongs to different
cases of Eq. (5.89), cf. Table 5.3. A possible explanation thus needs to be sought in the
different Hamiltonians, i.e., in the difference of Octrl = σx and Octrl = σy. By inspecting
Table 5.3, we observe that the globally minimal reset time Tmin = T (1)

min = π/(2J) applies
for all combinations, where the commutator [OQ,Octrl] has maximal norm, i.e., where
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N = ∥[OQ,Octrl]∥HS is maximal with ∥⋅∥HS = ⟪⋅∣⋅⟫ the Hilbert-Schmidt norm. It can be
shown that N is related to the energy exchange, i.e., entropy exchange, between qubit and
ancilla [244]. On the on hand and quite intuitively, maximization of N should therefore
maximize the qubit’s purification rate. On the other hand, in view of Eq. (5.86), we
also know that maximizing ∣A∣ will minimize Tmin, which should therefore maximize the
purification rate as well. The latter always implies maximization of the magnitude of the
anti-diagonal of H′

1, . . . ,H′
4.

Reference [244] explore the maximization of N and ∣A∣ and their connection in more
detail. To this end, it also lifts the restriction Octrl,OQ,OA ∈ {σx, σy, σz} and allows
for Octrl,OQ,OA ∈ su(2), i.e., it considers the most general case for the qubit-ancilla
interaction and the local qubit control. Although no analytical expression for the time-
evolution operator exists in this general case, we are still able to obtain analytical
formulas for N and ∣A∣ [244] and can therefore compare the two strategy to maximize
them. Reference [244] reveals broad agreement with only minor differences between both
quantities. Although the exact origin of the remaining small differences still needs to be
explored, this observation suggests that the reset task might be solved time-optimally by
only inspecting the joint qubit-ancilla Hamiltonian. This is also in agreement with the
Lie algebraic analysis of Subsec. 5.3.2.

Finally, it is possible to generalize the control problem once more and exchange the two-
level ancilla with a d-level ancilla. From a physical perspective, this is a realistic scenario,
since ancillas or “qubits” such as superconducting qubits often intrinsically possess more
than two levels. In experiments, their dynamics is typically just restricted artificially
to two levels — usually their ground and first excited state. Reference [244] takes such
energetically higher levels into account and explores whether they are detrimental or
beneficial for the reset task. In terms of the reset time, Ref. [244] shows numerically
that the lower bound of Tmin = π/(2J), previously identified for two-level ancillas, seems
to remain the lower bound even for higher dimensional ancillas. In contrast to that,
higher dimensional ancillas indeed allow for better qubit reset in terms of fidelity. For
a dQ dimensional qudit that couples to a dA dimensional ancilla, Ref. [244] proves the
following proposition that links maximally achievable qudit purity and ancilla dimension.

Proposition 5.1. Let HQ and HA be two Hilbert spaces with dimension dQ and dA,
respectively, and LHQ and LHA their corresponding Liouville spaces. Let ρA ∈ LHA be a
density matrix with ⌈dA(dQ − 1)/dQ⌉ eigenvalues below ε/(2dA(dQ − 1)), where ε > 0 is
small. Then, for all density matrices ρQ ∈ LHQ, there exists a U ∈ SU(dQdA) such that

1 −P ′Q = 1 − tr{ρ′2Q} ≤ ε, ρ′Q = trA {U(ρQ ⊗ ρA)U†} , (5.90)
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i.e., the purity P ′Q of ρ′Q gets ε close to unity.

Proof. See Ref. [244].

As an example, it is insightful to apply this proposition to the cases discussed before.
For dQ = dA = 2, i.e., a qubit coupling to a two-level ancilla, we find that we need
⌈dA(dQ − 1)/dQ⌉ = ⌈2(2 − 1)/2⌉ = 1 initially vanishing eigenvalues of ρA in order for ρ′Q to
be pure, i.e., P ′Q = 1. If we assume an ancilla with dA = 3, we find ⌈3(2 − 1)/2⌉ = 2, which
means that we still require a pure state ρA in order to obtain P ′Q = 1. Interestingly, for
dA = 4, two small eigenvalues of ρA suffice, which means that neither ρQ nor ρA have to
be initially pure in order to obtain P ′Q = 1 [244].
To conclude this last section, we have generalized the model for ancilla-based qubit

reset introduced in the previous section and have examined how the type of qubit-ancilla
interaction and local qubit control influences the reset protocol. We have shown that
a constant protocol that puts both qubit and ancilla into resonance is time-optimal for
factorizing initial conditions where the ancilla is initially thermalized. We have identified
those combinations of qubit-ancilla interaction and local qubit control that do not allow
for qubit purification in the first place and have revealed that the reset time differs quite
substantially in the remaining cases.





6
Optimal Control of Quantum
Discrimination and Estimation

Quantum metrology constitutes an important pillar of quantum technologies. Its
fundamental idea is to utilize quantum effects in order to improve sensing and measurement
tasks beyond what is possible with classical devices. Like all quantum technologies,
it strongly relies on the feasibility to accurately control quantum systems, since its
technological advantage can otherwise not be realized in practice. It is therefore a quite
natural platform where concepts from quantum optimal control find application. However,
while the defining figure of merit for e.g. qubit reset is the fidelity with which a pure state
can be prepared, quantum metrology poses a somewhat different challenge for quantum
control. Its most general figure of merit is the quantum Fisher information [253], which
generalizes the classical Fisher information to the quantum realm. It states how precise
a statistical parameter θ can be estimated. Although the direct maximization of the
quantum Fisher information is a feasible task for optimal control [254], it is nevertheless
rather challenging, as it compresses various aspects that are important for the metrological
task into a single quantity and does therefore not admit an analytical formula. From a
physical perspective, a slightly more accessible quantity that quantum metrology — and
in particular quantum discrimination and estimation as two prominent subfields — rely on,
is given by the distinguishability of different quantum states [253]. To this end, it should
be noted that the physical quantity θ, which needs to be discriminated or estimated, is
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typically encoded in the system’s dynamics and a measurement of the system’s final state
is then connected to a specific outcome of θ. For instance, in case of a discrimination
problem, such an outcome decides whether the dynamics was governed by θ or θ + dθ
with dθ small compared to θ. Thus, from the perspective of optimal control, an indirect
but suitable control target is to simply increase the distinguishability of a set of quantum
states or dynamical maps at final time [255–269]. This also emphasizes that quantum
discrimination and estimation does not have a well-defined target state or dynamical
map [270–284]. Nevertheless, a physically well motivated control target — other than
a target state or dynamical map — is to increase the distinguishability of the final
states. This follows the simple intuition that better distinguishability readily improves
the discrimination and estimation task while it avoids more complicated optimization
targets like the quantum Fisher information. In contrast to the optimization of the
estimation’s precision, which has been widely addressed in the literature [254, 285–293],
quantum discrimination has been scarcely tackled by quantum control [294, 295].

In this chapter, we will consider a quantum discrimination problem in the presence of
dissipation and investigate how suitable control fields, shaped by optimal control, can
help to improve the system’s metrological performance. Our aim will be twofold. On the
one hand, we will check in general whether a deviation from the Ramsey scheme, which
is a standard scheme for such tasks, allows to improve the discrimination protocol. On
the other hand and in line with the thesis’ fundamental question, we will investigate how
optimized control fields can help to mitigate the detrimental effect of the environment. In
Sec. 6.1, we will introduce the model, which will consist of a qubit evolving under Marko-
vian dynamics, and the control problem, which will be to increase the distinguishability
of the qubit’s final states with each state evolving under a slightly different Hamiltonian.
In Sec. 6.2, we will then compare the state distinguishability that can be achieved by the
Ramsey scheme with the one that is obtained with optimized control fields.
The results in this chapter are taken from Ref. [296].

6.1 Model and Control Problem

Throughout this chapter, we consider an open system dynamics described by the Lindblad
master equation (2.21),

d
dt
ρm(t) = −i [Hm(t), ρm(t)] +∑

k

γk (Lkρm(t)L†
k −

1
2
{L†

kLk, ρm(t)})

= Lm(t) [ρm(t)] , (6.1)
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where the Hamiltonian is given by

Hm(t) = Hd,m +Hctrl(t), (6.2)

within which Hd,m describes the drift part and Hctrl(t) describes the coupling to a set of
external control fields. The Lindblad operators Lk and their associated decay rates γk
model the environment’s impact. We will specify the exact form of all operators in a bit.

In a typical quantum estimation protocol we want to estimate the continuous physical
quantity θ. However, here we consider a quantum discrimination problem in which case
we want to distinguish between several possible Hamiltonians Hd,m = H(θm), where m
labels the elements from a discrete set of values {θ1, θ2, . . .} of the physical quantity θ. For
the discrimination problem, it is therefore irrelevant whether θ is continuous or discrete in
reality. In the following, we consider the case where we want to distinguish between two
possible Hamiltonians, Hd,1 and Hd,2, corresponding to the physical quantities θ1 and θ2.
Since Hd,m can not be measured directly, the discrimination, respectively estimation, is
usually achieved by the measurement of the time-evolved state ρm(T ) starting from the
same initial state ρin = ∣Ψin⟩ ⟨Ψin∣. For the discrimination of two Hamiltonians, the two
states ρ1(T ) and ρ2(T ) should therefore be made as distinguishable as possible in order
to make the measurement results as significant as possible, i.e., in order to infer with
confidence from the measurement result whether the underlying Hamiltonian has been
Hd,1 or Hd,2. This is slightly different for the estimation task, where only the estimation’s
precision matters, which is essentially determined by the quantum Fisher information as
we will see in a bit. Although the latter can be connected to the distinguishability of
two states that are evolved under two neighboring Hamiltonians with Hd,1 = H(θ − δθ/2)
and Hd,2 = H(θ − δθ/2), it technically requires δθ to be an infinitesimally small shift
of the actual physical quantity θ [253]. In a standard discrimination task, δθ is not
necessarily constrained. Even though this emphasizes that the figure of merit for quantum
discrimination and estimation is not fundamentally different, it still highlights that we
strive for slightly different dynamics, as the magnitude of δθ has a huge impact on the
reachable state distinguishability — especially in the presence of an environment. The
figure of merit for the discrimination is typically given by the success probability Psucc to
distinguish the two final states ρ1(T ) and ρ2(T ). For Psucc, we find [297]

Psucc =
1
2
(1 + dtr (ρ1(T ), ρ2(T ))) ∈ [1

2
,1] , (6.3)

where dtr is the trace distance, cf. Eq. (6.2). Conversely, the figure of merit for the
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estimation process is its precision, which is determined by the quantum Cramer-Rao
bound [253] via S[(θ̂ − θ)2] ≥ 1/(RFQ), where S[(θ̂ − θ)2] is the variance of an unbiased
estimator θ̂, R is the number of repetition of the experiment and FQ is the quantum Fisher
information. Under the two Hamiltonians Hd,1 = H(θ − δθ/2) and Hd,2 = H(θ + δθ/2), the
quantum Fisher information FQ can be related to the Bures distance dbures, cf. Eq. (3.11),
between ρ1(T ) and ρ2(T ) as [253]

FQ = 4d2
bures (ρ1, ρ2)

(δθ)2 , (6.4)

where δθ needs to be small in order for this formula to be accurate.

The two Hamiltonians that we want to discriminate within this chapter are given
by Hd,1 = H(B1) = B1σz/2 and Hd,2 = H(B2) = B2σz/2, where B1 and B2 are the two
physical quantities that should be distinguished. In the following, they replace the rather
abstract variable θ that has been used to far. Physically, this discrimination task can be
related to the estimation whether a magnetic field B, which interacts with a qubit via
σz, has a field strength B1 = B − δB/2 or B2 = B + δB/2 with δB small compared to B.
This model thus implies that we roughly know the field’s magnitude B but not its exact
value — the latter is accounted for by the unknown value δB. Note that B occurs here
in units of energy and should therefore be seen as an effective magnetic field. It should
be emphasized that this model, as well as the results within this chapter, also represent
the more abstract discrimination task between the two Hamiltonians Hd,1 = ω1σz/2 and
Hd,2 = ω2σz/2 with ω1 and ω2 two energy level splittings of arbitrary physical origin.

A standard procedure to solve such a discrimination problem is given by the Ramsey
scheme. It will therefore serve as reference to which we will compare our optimized
protocol in Sec. 6.2. While both the Ramsey as well as the optimized protocol start by
preparing the qubit in the initial state ρin = ∣Ψin⟩ ⟨Ψin∣, the Ramsey scheme subsequently
lets the state evolve under the constant Hamiltonian Hd,m, i.e., it assumes Hctrl(t) = 0
in terms of Eq. (6.2). Due to the difference in B1 and B2 the state ρm(t) will evolve
differently for m = 1 or m = 2 and the measurement at final time T then reveals whether
the field has been B1 or B2. In contrast to the Ramsey scheme, the optimized protocol
will allow for time-dependent control fields, i.e., Hctrl(t) ≠ 0. We will optimize these
control fields to make the two states ρ1(T ) and ρ2(T ) as distinguishable as possible at
final time T . In other words, optimal control needs to maximize a distance measure
d(ρ1(T ), ρ2(T )) between both states. Since both states can be mixed it is important to
employ a reliable distance measure, cf. Chap. 3. For the discrimination, the distance
is the trace distance dtr, since it is linearly related to the successful probability of the
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discrimination, cf. Eq. (6.3). If dtr is expressed in terms of the Bloch vectors r1 and
r2 for states ρ1 and ρ2, cf. Eq. (3.8), it reads dtr (ρ1, ρ2) = ∣r1 − r2∣/

√
2 [2]. Thus, the

trace distance dtr coincides with the geometric distance between the Bloch vectors r1

and r2 and maximal distinguishability is achieved iff r1 and r2 are on opposite points
on the Bloch sphere. Hence, the maximization of dtr will be our physical goal for the
discrimination task.

Although the drive Hamiltonian Hctrl(t) is usually neglected in the Ramsey protocol,
there is no physical reason to not utilize it as its presence allows to influence the evolution
of dtr quite non-trivially. For the driven Hamiltonian Hm(t), cf. Eq. (6.2), we make the
general assumption

Hctrl(t) =
1
2
[Ex(t)σx + Ey(t)σy + Ez(t)σz], (6.5)

where Ex(t),Ey(t),Ez(t) ∈ R are control fields that couple via σx, σy and σz to the qubit,
respectively. In order to understand, why the drive’s influence is non-trivially it should
be noted that while Hctrl(t) is identical for both Hamiltonians, H1(t) and H2(t), it still
influences the dynamics in the two cases differently due to the difference in the drift
Hamiltonians, Hd,1 and Hd,2. This is because the different drift Hamiltonians commute
differently with Hctrl(t), which leads to different dynamics in each case. It can thus be
exploited to maximize dtr. The presence of Hctrl(t) thus turns the discrimination problem
into a control problem, which seeks to answer the question how to choose the three fields
Ex(t), Ey(t) and Ez(t) such that dtr is maximized at final time T when the state ρm(T )
is measured.

In the following, we again derive suitable control fields via optimal control and Krotov’s
method. To this end and the specific task of maximizing dtr at final time T , we choose
the final time functional as

JT [{ρ1, ρ2} , T ] = 1 − d2
tr (ρ1(T ), ρ2(T )) = 1 − dHS (ρ1(T ), ρ2(T )) (6.6)

with dHS the Hilbert-Schmidt distance, cf. Eq. (3.14). Note that the relation d2
tr =

dHS only holds for qubits in which case maximization of dtr and maximization of dHS

are mathematically equivalent. Since both distances are reliable measures of state
distinguishability, cf. Chap. 3, we choose dHS for maximization in optimal control as it is
more suitable for that purpose and admits analytical gradients with respect to the states
ρ1 and ρ2.
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Figure 6.1: Improvement of the state distinguishability under the optimized control fields. The
upper graphs show the indistinguishability 1 − dHS as a function of protocol duration in case
of (a) relaxation with T1 = 1000 and (b) pure dephasing with T2 = 1000. The dotted lines
correspond to the Ramsey protocol whereas the markers indicates the reachable value of 1 − dHS
under the optimized control fields at the respective final time T . The vertical lines indicate the
quantum speed limit Tqsl given by Eq. (6.7). Panels (c) and (d) show the purity of the two states
corresponding to the dynamics of (a) and (b), respectively. Note that both states have almost
identical purity, hence there is just one visible line.

6.2 Improving the Standard Ramsey Protocol

Before we start to compare the performance of the discrimination task under the Ramsey
and the optimized protocol, we need to emphasize that two different time scales will
play an important role. On the one hand, we have the quantum speed limit for the
discrimination task. While the general concept of quantum speed limits has been discussed
in Subsec. 2.3.2, the situation is slightly different for the current discrimination task. In
contrast to a standard situation, where a quantum speed limit typically indicates the
minimal time to transfer an initial state into a target state or to implement a target
operation, here we are interested in the relative distance dHS between the two time-evolved
states ρ1(t) and ρ2(t) and not into their individual distance with respect to the initial
state ρin. Hence, the time scale on which dHS increases is defined by their relative speed of
evolution, which, in turn, is entirely determined by δB. The latter becomes immediately
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clear by considering the extreme case of δB = 0, which implies Hd,1 = Hd,2 and thus
ρ1(t) = ρ2(t) for all t. In this case, no matter how the control Hamiltonian Hctrl(t) is
chosen, a discrimination is not possible as nothing can be discriminated. The quantum
speed limit can thus be regarded as being infinite. Since we can expect it to behave
continuously and smoothly, it is thus intuitively clear that a small δB will imply a large
quantum speed limit and vice versa. For the discrimination task, the quantum speed
limit is determined by δB via the coherent part of the dynamics and can be estimated by

Tqsl =
π

δB
. (6.7)

It should be noted that this is the minimal time required for perfect state distinguishability
with dHS = 1 in case of the Ramsey protocol. Equation (6.7) also assumes a closed quantum
system, i.e., no dissipation. On the other hand, dissipation will unfortunately play a role
in practice as it will continuously decrease dHS and thus cause both states, ρ1(t) and
ρ2(t), evolving under H1(t) and H2(t), to evolve towards the same steady state ρss. The
time scale set by the dissipation is completely independent of δB — in contrast to Tqsl.
In the following, since the impact of relaxation and pure dephasing, characterized by T1

and T2, respectively, cf. Eq. (2.19), is quite different, we consider them individually in
order to evaluate their respective impact individually. This assumption is reasonable,
since in most physical settings the environmental noise is either T1 or T2 dominated.
In the following, we take ρin with ∣Ψin⟩ = ∣+⟩ = (∣0⟩ + ∣1⟩)/

√
2 as initial state for the

discrimination task. For our dynamical description this means that we do not account
for the process preparing ρin. This is justified as such a preparation process does not
pose an experimental challenge and can also be done very accurately.

We start our examination in Fig. 6.1 by comparing the achievable distinguishability dHS

as a function of the protocol length T for the Ramsey and optimized protocol. In detail,
the dotted lines in Fig. 6.1(a) show the dynamics of 1 − dHS for the Ramsey protocol,
i.e., Hctrl(t) = 0, for several δB. The environmental noise is given by relaxation, i.e., the
Lindblad master equation (6.1) contains only a single Lindblad operator L = ∣0⟩ ⟨1∣ with
decay rate γ = 1/T1. The dashed vertical lines indicate the quantum speed limit Tqsl

according to Eq. (6.7). Starting initially at dHS = 0, the distinguishability dHS increases
until it reaches the maximum of dmax

HS , i.e., minimum of 1 − dmax
HS , at approximately

T ≈ Tqsl. Note that due to the presence of the dissipation the latter does not perfectly
coincide with Tqsl. For times T > Tqsl, the distinguishability dHS decreases exponentially
as the relaxation causes ρ1(t) and ρ2(t) to evolve towards the same ground/steady state
ρss = ∣0⟩ ⟨0∣. This is in contrast to the ideal, i.e., noiseless, unitary dynamics, where dHS
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would show perfect oscillations between dHS = 0 and dHS = 1 with its oscillation frequency
determined by δB. While the oscillations are clearly visible, the fact that we can not
reach the maximal distinguishability dHS = 1 is solely due to dissipation.

Interestingly, we observe that the decay of the state distinguishability dHS after its
first maximum, respectively first minimum of 1 − dHS, caused by the relaxation, can be
completely suppressed by using tailored, i.e., optimized, control fields. The markers
in Fig. 6.1(a) show the reachable distinguishability dHS at the respective final time
T used in the optimization. There are two interesting effects to observe from these
optimization results. On the one hand, the reachable maximal distinguishability dmax

HS
increases compared to what is reachable with the Ramsey scheme. We can therefore
conclude that in the presence of relaxation, optimized control fields allow in general for
better distinguishability. This can even be observed despite the rather counter-intuitive
fact that the optimized scheme prefers slightly longer protocol durations (factor ≲ 2) in
order to reach dmax

HS . On the other hand and independent of the value dmax
HS , the state

distinguishability can not only be improved but also be stabilized at that maximally
reachable distance dmax

HS against decay for protocol durations T much longer than the T1

time. Figure 6.1(a) demonstrates this stabilization for times T up to 10×T1 but suggests
that it should, in principle, be feasible for arbitrary long times.

Besides the distinguishability dHS itself, an interesting quantity to investigate is the
purity of the two states ρ1(t) and ρ2(t) in dependence of dHS. For maximal distinguisha-
bility dHS = 1, the two states need to be on opposite points of the Bloch sphere, i.e.,
they must lie on its surface and are therefore necessarily pure. In contrast, for dHS < 1
it is very likely that at least one or both states become mixed. Figure 6.1(c) shows the
purity of states ρ1(t) and ρ2(t) corresponding to the data in Fig. 6.1(a), both for the
Ramsey protocol (dotted lines) and at final time T after an evolution under the optimized
control fields (markers). The dotted lines show an intermediate purity loss in the Ramsey
protocol due to the relaxation. The final gain in purity for t →∞ is here an indicator
for the incoherent process of both states approaching the same (pure) ground/steady
state ρss = ∣0⟩ ⟨0∣. In contrast, the behavior of the purity in case of the improved and
stabilized dHS depends strongly on δB. While for larger δB the loss of purity is avoided
at all T by the respective optimized control fields, the improvement in case of small δB
comes along with a loss in purity. It can therefore be argued that the improvement in
distinguishability comes at the expense of purity. However, this is not a severe problem
in practice, since the purity itself does not play a role in the discrimination process as
only the state distinguishability matters — and the latter is still larger in the optimized
protocol despite the loss in purity. Figure 6.1(c) shows that the loss of purity under
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Figure 6.2: Exemplary dynamics of the two states ρ1(t) and ρ2(t) under the optimized fields
within the Bloch sphere for (a) relaxation and (b) pure dephasing. The parameters are δB = 0.011
with (a) T1 = 1000 and (b) T2 = 1000. The total time is T = 2511 and the corresponding optimized
fields are shown in Fig. 6.3(a) and (b). The density of dots on each line indicates the speed of the
evolution with a low density corresponding to high speed and vice versa.
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the optimized protocol is distributed equally between both states. In Fig. 6.1(c), this
is evidenced by the fact that the markers indicate the purity for both states, ρ1(t) and
ρ2(t), simultaneously as their value is almost identical.

The improvement and stabilization of dHS, observed in Fig. 6.1(a), is achieved via a
simple control strategy which can be most conveniently understood on the Bloch sphere,
cf. Fig. 6.2(a). To this end, we choose the control field Ez such that it cancels the known
B, i.e., Ez(t) = −B. This eliminates the fast, coherent oscillations of r1(t) and r2(t)
around the z-axis, which do not contribute to the distinguishability dHS as the effect of
B is identical for both states. Note that the feasibility to cancel B via Ez is also the
reason why the exact value of B does not have any impact for the discrimination task as
only δB matters. In order to protect both states, r1(t) and r2(t), as much as possible
from the detrimental relaxation, i.e., prevent their vectors from shrinking, we “kick” both
states from their initial position ρin = ∣+⟩ ⟨+∣ on the equator close to the ground/steady
state ρss = ∣0⟩ ⟨0∣. This is achieved by a π/2 like pulse via Ey right at the beginning of
the protocol. This can be seen in Fig. 6.2(a) by the states’ fast initial motion towards
the Bloch sphere’s south pole. The states stay close to ρss for the largest part of the
protocol. Their dynamics becomes effectively decoherence-free in the vicinity of ρss. For
the measurement at final time T both states are transferred back to the equator by a
second, inverse π/2 like pulse. In Fig. 6.2(a), it can be seen that this inverse motion
towards the equator happens on a much longer time scale than the initial kick that
transfers them away from it. Whether this has a physical origin or is just a feature of
the numerical optimization is unfortunately not clear yet.

It is important to stress that this strategy of protecting both states close to the
ground/steady state ρss for as long as possible has been identified in several steps. In
numerical optimal control, it is a quite common procedure to approach the final control
solution iteratively — not only in terms of the optimization algorithm itself but also
in terms of which control fields among a given selection of conceivable fields are used
in practice and how their guess fields are chosen. Conceptually, the optimization was
initially allowed to optimize all three control fields Ex,Ey,Ez and the optimization was
started without any strategic choice for their respective guess fields. However, the strategy
that has been described in the last paragraph was identified (with only slight deviations)
even when using this extended initial set of control fields and despite the lack of physical
intuition in the guess fields. Nevertheless, its quintessence and reduced version consists
of the strategy described before, i.e., it consists of a constant Ez and no Ex at all such
that Ey is the only time-dependent field that needs to be optimized in practice.

In order to explore the solution in more detail, Fig. 6.3(a) shows the guess and optimized
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Figure 6.3: Guess (dotted) and unconstrained optimized (solid) field for the case of (a) relaxation
with the control field Ey(t) and (b) pure dephasing where the control is Ex(t). The corresponding
Bloch sphere dynamics is depicted in Fig. 6.2(a) and (b), respectively.

form of Ey(t) in an exemplary case when guiding the optimization with a guess field that
already incorporates the initial π/2 like kick in the beginning and its inverse counterpart
at the end. Compared to the guess field, the optimization increases the intensity of the
first kick such that the rotation from the initial equatorial state ρin = ∣+⟩ ⟨+∣ towards
ρss = ∣0⟩ ⟨0∣ is carried out as fast as possible. The corresponding Bloch sphere dynamics
is shown in Fig. 6.2(a). After the first kick, the two states ρ1(t) and ρ2(t) remain close
to the ground/steady state ρss most of the time, which effectively protects them from
dissipation. The second, inverse kick happens much slower and transfers the states
symmetrically to the equatorial plane such that dHS becomes maximal at T , i.e., the final
time of measurement. Note that the optimized field in Fig. 6.3(a) and its corresponding
dynamics on the Bloch sphere, cf. Fig. 6.2(a), have been selected as a representative
of an entire class of solutions for the problem of maximizing distinguishability in the
presence of relaxation. The exact details of the optimized control field and corresponding
dynamics differ depending on δB and T , but the general control strategy remains similar.

We now turn to the case of pure dephasing, which means that we again consider
Eq. (6.1) with a single Lindblad operator L = σz and decay rate γ = 1/T2. Figure 6.1(b)
shows the dynamics for the Ramsey protocol as dotted lines. In comparison to the
case of T1 decay, cf. Fig. 6.1(a), pure dephasing seems to have a more severe influence
on dHS even if the decay rates are identical, i.e., γ = 1/T2 = 1/T1. Nevertheless, also
in this case, the optimization is capable of improving dHS with respect to the Ramsey
protocol — again at the expense of longer protocol durations (factor ≲ 2). The effect of
stabilizing dHS at the maximal reachable distance dmax

HS for times much longer than the
decay time can be observed as well. However, the dynamics, both in the Ramsey protocol
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as well as under the optimized control fields, look quite different compared to the case of
relaxation shown in Fig. 6.1(a) and discussed earlier. With pure dephasing, no unique,
single steady state exists but rather a set of states, namely the coherence-free states given
by {ρss = p ∣0⟩ ⟨0∣ + (1 − p) ∣1⟩ ⟨1∣ ∣p ∈ [0, 1]}. Geometrically, these correspond to the states
on the z-axis of the Bloch sphere. Since neither the drift Hd,m nor the dephasing causes
a change of any state’s z-component, the two states r1(t) and r2(t), that start initially
in the equatorial plane, precess around the z-axis while loosing purity, i.e., shrink within
the equatorial plane. Hence, they evolve towards the Bloch sphere’s center, i.e., the
completely mixed state. This is evidenced by the dotted lines in Fig. 6.1(d), which show
the purity evolving towards 1/2 for t→∞ under the Ramsey protocol. For the optimized
protocol, we observe a similar behavior as for the case of relaxation. While a larger δB in
general allows for larger purity of the final states under the optimized protocol and vice
versa, it should be noted that all states from the stabilized plateau have higher purity
compared to the Ramsey scheme, cf. the markers and dotted lines in Fig. 6.1(d).

An optimization of all three available control fields Ex, Ey, Ez again yields a simple
control strategy. Like in the case of relaxation, it can in practice be realized by only a
single time-dependent control field. The procedure that leads to this reduced control
scheme is identical to that discussed for the case of relaxation. However, for simplicity,
we will only discuss its final, reduced version in the following. This time, in case of pure
dephasing, the only time-dependent control field is Ex(t), while Ez(t) = −B again cancels
the known field strength B and Ey is not needed at all. Figure 6.3(b) shows the guess
field for Ex(t), which, in contrast to the guess field of Fig. 6.3(a), exhibits only a single
peak at the beginning. This peak is modified by the optimization in a clever way such
that it splits the two states r1(t) and r2(t) entirely within the equatorial plane in a
first step and then rotates them onto the z-axis in a second step. The two steps are
clearly visible in the corresponding Bloch sphere dynamics shown in Fig. 6.2(b). Once
the states reach the z-axis, Ex(t) ≈ 0 is essentially turned off and the states become
invariants of the dynamics, which implies that their distinguishability dHS can essentially
be preserved forever. This readily yields an explanation of the stabilization observed in
Fig. 6.1(b). Note that the respective dynamics and optimized field in Fig. 6.2(b) and (b)
again represent an example for the entire class of solutions for the problem of maximizing
distinguishability in the case of pure dephasing. The exact details depend again on δB
and T .

Next, we relate the improved distinguishability dHS observed in Fig. 6.1 to the quantum
Fisher information FQ, which, as we have discussed earlier, constitutes the most funda-
mental figure of merit for any quantum metrological application and goes beyond the
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Figure 6.4: Quantum Fisher information FQ (weighted by the protocol duration T ) for small
values of δB. Panel (a) corresponds to the case of relaxation presented in Fig. 6.1(a) while panel
(b) corresponds to the case of pure dephasing in Fig. 6.1(b). The dotted lines indicate the values
for the Ramsey protocol whereas the markers show the optimized results.

simple concept of state distinguishability. Nevertheless, we can obtain a good estimate
for FQ via the state distinguishability by evaluating Eq. (6.4) for small δθ, i.e., small δB
in our case. It depends on the Bures distance dbures, which is a distance metric on the set
of density matrices, just as the trace distance dtr or the Hilbert-Schmidt distance dHS, cf.
Eqs. -(3.14). Unfortunately, unlike the trace distance dtr discussed above, dbures cannot
be related analytically to dHS — not even in the simple case of qubits. Nevertheless, as
we have seen in Sec. 3.4 and especially Fig. 3.8, we can reliably expect that the increase
of dHS increases dbures as well. For the maximization of dHS, shown in Fig. 6.1, this is in
fact true and dbures is readily improved alongside dHS.

While Eq. (6.4) is technically only an approximation for FQ for small δB, it furthermore
needs to be weighted by the protocol duration T in order to quantify the amount of
information that can be obtained per unit time for any given protocol. To this end,
Fig. 6.4 shows the quantum Fisher information FQ weighted by the protocol duration T
for small values of δB. In the case of pure dephasing and in agreement with Fig. 6.1(b),
we observe a small improvement in dHS, respectively dbures, for the optimized protocol
compared to the Ramsey protocol. However, this improvement, if taken into account for
calculating the quantum Fisher information FQ and weighted by the protocol duration T ,
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is shown in Fig. 6.4(b) and reveals that the effects of larger FQ and larger T roughly cancel
each other and the maximally reachable value of FQ/T is almost identical for the Ramsey
and optimized protocols. Conversely, for the case of relaxation shown in Fig. 6.4(a), the
significant improvement of dHS, respectively dbures, realized by the optimized protocol
gives rise to an improvement of FQ/T despite the slightly longer protocol duration T . In
this case, we can thus expect a metrological gain of the optimized protocol compared to
the Ramsey protocol.

So far, we have only considered decay rates determined by T1 = 1000 and T2 = 1000, i.e.,
by a single time scale for dissipation. However, as we have pointed out at the beginning of
this section, the dissipation sets a time scale for the control task that is independent form
the quantum speed limit Tqsl set by δB via Eq. (6.7). Hence, it is only natural to ask
whether the control strategy that has been identified above depends on the actual value
of the decay rates. To this end, we examine how the improvement of dHS, respectively
dtr =

√
dHS, observed in Fig. 6.1, behaves for different relaxation and dephasing times. In

detail, we are interested in the behavior of

Mγ(δB) ≡ min
t

{1 − dtr (ρ1(t), ρ2(t))} , (6.8)

as a function of δB for various decay rates 1/T1 and 1/T2. It should be emphasized that the
function Mγ measures, for a given δB, the maximally reachable distinguishability dmax

tr ,
independent of the time it takes to reach it. In other words, it can be written asMγ(δB) =
1− dmax

tr . It is therefore the relevant figure of merit if, for a given physical or metrological
task, the protocol duration is not crucial and only the maximally achievable state
distinguishability is of importance. For the Ramsey protocol with its time-independent
Hamiltonian Hm(t) = Hd,m with Hctrl(t) = 0, Eq. (6.8) can be solved analytically. To this
end, we first need to find an expression for ρm(t), which can be obtained analytically by
solving the Lindblad master equation (6.1) with Hm(t) = Hd,m. With this, we can readily
obtain an analytical expression for dHS(t) = dHS(ρ1(t), ρ2(t)). For relaxation as well as
pure dephasing, we find the same solution

dHS(t) = e−γt sin2 (δB
2
t) , (6.9)

although we have to note the difference by a factor of four as the solution for relaxation
implies γ = γ1 = 1/T1 while the one for pure dephasing implies γ = γ2 = 4/T2. As a next
step, we then need to find the time at which dHS(t) reaches its global maximum as
well as its corresponding globally maximal value dmax

HS . This can be done analytically as
well. Since we have dtr =

√
dHS, we can deduce dmax

tr =
√
dmax

HS . The latter readily solves
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Figure 6.5: Improvement of the state distinguishability in terms of effective decay rates. The
plot shows the maximal trace distance dmax

tr , i.e., minimal Mγ , as a function of δB for several
(a) relaxation and (b) dephasing times. The values for the Ramsey scheme (opaque markers)
follow the analytical prediction of Eq. (6.10), shown as dotted lines. The non-opaque markers
correspond to the optimized values of Dmax

tr , i.e., numerical evaluation of Eq. (6.8). The solid
lines are fits of the optimized values to Eq. (6.10) with fitting parameter (a) γ = 1/T1,eff and (b)
γ = 4/T2,eff .

Eq. (6.8) and yields

Mγ(δB) = 1 −
¿
ÁÁÀ (δB)2

(δB)2 + γ2 × exp{− γ

δB
arccos(γ

2 − (δB)2

γ2 + (δB)2)}. (6.10)

As for Eq. (6.9), the solution for relaxation is given by γ = γ1 = 1/T1 and for pure
dephasing by γ = γ2 = 4/T2. The dotted lines in Fig. 6.5(a) and (b) show Mγ for the
Ramsey protocol for relaxation and pure dephasing, respectively. The dotted lines
perfectly fit the numerical values given by the opaque markers, as we expect for the
analytical solution (6.10). In contrast, for the dynamics under the optimized control
fields it is not possible to find an analytical solution like Eq. (6.10). This is because of
the Hamiltonian Hm(t) being time-dependent due to Hctrl(t) ≠ 0. However, in this case it
is still possible to evaluate Eq. (6.8) numerically. This yields the non-opaque markers in
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Fig. 6.5. Remarkably, these show an almost identical functional dependence compared to
the dotted lines of the time-independent Ramsey scheme. We therefore fit the data points
obtained with the optimized protocol and by numerically evaluate Eq. (6.8) to Eq. (6.10)
using effective relaxation and dephasing times, T1,eff and T2,eff , as fitting parameters.
This yields the solid lines in Fig. 6.5, which demonstrate that Mγ accurately describe the
dependence also for the optimized data points with effective decay times T1,eff or T2,eff

— see Fig. 6.5 for their exact value. From a physical perspective, this is not obvious as
the coherent dynamics of the Ramsey and optimized protocol differ drastically, which
makes the resemblance in their functional behavior of Mγ remarkable. For relaxation,
the obtained effective decay times satisfy T1,eff/T1 ≈ 2.4, whereas for pure dephasing,
the ratio is T2,eff/T2 ≈ 1.2. Thus, the maximally reachable distinguishability dmax

tr of the
optimized protocol behaves as though it would have been measured by a Ramsey scheme
with 2.4 times longer T1, respectively 1.2 times longer T2 time, which greatly improves
the distinguishability.

In summary, we have shown in this chapter that optimized control fields allow to improve
the distinguishability of two states in the presence of either relaxation or pure dephasing.
By utilizing optimize control fields, we are also able to stabilize the distinguishability
at its maximum for times that are at least one order of magnitude longer than the
decay times for dissipation. We have identified the underlying control strategy to take
advantage of existing decoherence-free subspaces within the system.



7
Optimization of an Entangling

Operation between Bosonic Modes

In this last chapter, we will explore how optimal control can mitigate the dissipation’s
detrimental influence on a fundamental task of quantum computing — namely an
entangling gate between qubits. While the feasibility to entangle qubits is what gives rise
to a quantum computer’s computational power in the first place, it is still one of the most
error-prone operations. Especially the dissipation causes the achievable gate fidelity to
drop below the error correction threshold, which thus prevents to build fully fault-tolerant
quantum computers [218]. While many physical qubit platforms like NV centers [298],
trapped ions [299], quantum dots [300] or even photons [301] have emerged over time,
superconducting qubits [142, 218] have become one of the leading platforms. Among
the several requirements that any qubit platform needs to fulfill [187], superconducting
qubits already satisfy many of them. For instance, it has already been demonstrated
that they allow for accurate state initialization [191] and measurement [302], coupling of
different qubits [303] and the implementation of entangling gates [304, 305]. Hence, they
are promising candidates for building fault-tolerant quantum computers.

While it is still an active field of research whether quantum error correction schemes
can be realized with superconducting qubits in a large-scale quantum computer and in
view of various experimental challenges [218, 306], continuous variable quantum comput-
ing [307, 308] is yet another promising approach to tackle these challenges. Especially

165
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in combination with quantum error correction schemes like binomial coding [309], its is
a promising approach to achieve fault-tolerant quantum computing. While continuous
variable quantum computing harness the infinite dimensional Hilbert space of bosonic
modes to store and process information, binomial coding provides a scheme how to
reliably encode qubits into bosonic modes such that typical errors can be reliably detected
and corrected.

A convenient physical platform to realize continuous variable quantum computing is
given by superconducting photon cavities [310]. They are an excellent choice for such
bosonic modes, since their coherence times exceed those of conventional superconducting
qubits like transmons [311] by orders of magnitude and are thus much less prone to errors.
Interestingly, transmons are traditionally used to represent qubits while cavities are used
to control them [306]. Thus, in the continuous variable scenario, those traditional roles
are reversed as the cavities are used to encode qubits while the transmons constitute
a convenient choice to control the cavities [312]. However, with the experimentally
demonstrated feasibility of binomial encoding [313] and of an entangling gate between
such bosonic modes [314], this setup constitutes a promising new approach to tackle
the challenges towards universal, fault-tolerant and error corrected quantum computing.
Unfortunately, even though this new setup enables efficient quantum error correction on
its qubits, i.e., the cavities, the error-prone transmons, required to mediate the interaction
between the cavities, still pose a remaining source of incorrectable errors that needs to
be taken care of.

In the following, we will examine how optimal control allows to mitigate the environ-
mentally induced errors for a system of two superconducting photon cavities coupled via
an intermediate transmon. The control task will be to realize a high-fidelity beamsplitter
interaction between both cavities by virtue of only driving the transmon [315]. As for the
discrimination task considered in Chap. 6, we can assume the dissipation to be purely
detrimental. Therefore, it should be avoided at all costs. The most promising approach
is thus to find a control strategy that simply accomplishes the task in less time — at
best even at the quantum speed limit — such that the environment has less time to
compromise the operation.

Section 7.1 introduces the physical model, i.e, two superconducting photon cavities
coupled via a joint transmon. It will also summarize details regarding a recent method
to realize a beamsplitter interaction between the two cavities [315]. We will also specify
the control task and how optimal control can be used to solve it. In the subsequent
Sec. 7.2, we will then present the optimization results, i.e., a new control scheme that
readily increases the beamsplitter interaction between both cavities and which gives to
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faster entangling gates. We will support this new scheme by establishing an analytical
Hamiltonian to describe the reduced dynamics of only the two cavities.

7.1 Model and Control Problem

We consider a tripartite system consisting of two harmonic oscillators, labeled A and B,
respectively, and a driven, intermediate anharmonic oscillator, labeled C. Physically, the
two harmonic oscillators, A and B, are represented by superconducting cavities [310],
while the anharmonic oscillator is given by a transmon [311], which serves as coupling
element between the cavities. The Hamiltonian for this tripartite system reads [316]

H(t) = ωaa†a + ωbb†b + ωcc†c − αc
2

c†c†cc + ga (ac† + a†c) + gb (bc† + b†c)

+∑
k

(Ωke
−iωktc† +Ω∗

ke
iωktc) , (7.1)

where a,b and c are the annihilation operators for cavities A and B and transmon C,
respectively. ωa and ωb are the frequencies of the two cavities and ωc corresponds to the
frequency difference of the ground and first excited state of the transmon C. αc ≪ ωc

describes the transmon’s anharmonicity for higher level splittings. ga and gb describe
the static coupling between cavities A and B and transmon C, respectively. Note that
double exciting terms like a†c† and b†c† as well as double de-exciting terms like ac and
bc have been neglected in H(t), i.e., a rotating wave approximation is taken into account.
The last row in Eq. (7.1) describes the interaction of a set of continuous-wave (cw)
control fields with transmon C, where Ωk and ωk describe the amplitude and frequency
of field k, respectively. In addition, we take into account that each subsystem in the
tripartite systems interacts with the environment — the latter gives rise to T1 and T2

decay processes, cf. Eq. (2.19), on each individual subsystem. The Lindblad operators
and decay rates are respectively given by

La
1 = a, La

2 = a†a, Γa
1 =

1
T a

1
, Γa

2 =
1
T a

2
,

Lb
1 = b, Lb

2 = b†b, Γb
1 =

1
T b

1
, Γb

2 =
1
T b

2
,

Lc
1 = c, Lc

2 = c†c, Γc
1 =

1
T c

1
, Γc

2 =
1
T c

2
, (7.2)

The dynamics of this open quantum system is described by the standard Lindblad master
equation (2.21). A sketch of this open tripartite system is given in Fig. 7.1.
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Figure 7.1: Sketch of the tripartite system consisting of two cavities, called A and B with
frequencies ωa and ωb, respectively, and an intermediate transmon, called C with frequency ωc
and anharmonicity αc. Cavities A and B are both coupled to transmon C with coupling strength
ga and gb, respectively. The transmon is driven by a set of continuous-wave (cw) control fields,
each with constant amplitude Ωk and constant frequency ωk. Each individual subsystem couples
to its respective environment which causes it to suffer T1 and T2 decay, cf. Eq. (2.19)

Since we need to simulate the dynamics of the tripartite system described by Hamilto-
nian (7.1), it is advisable to avoid high frequencies like ωa, ωb and ωc in the Hamiltonian.
Thus, for the sake of numerical efficiency, it is favorable to change into the rotating frame
via

H′(t) = O†(t)H(t)O(t) − iO(t)dO†

dt
, (7.3)

where we choose the transformation operator to read

O(t) = exp{−i (ωaa†a + ωbb†b + ωcc†c) t} . (7.4)

In the rotating frame, the Hamiltonian becomes

H′(t) = −αc
2

c†c†cc + ga (e−i(ωa−ωc)tac† + ei(ωa−ωc)ta†c) + gb (e−i(ωb−ωc)tbc† + ei(ωb−ωc)tb†c)

+∑
k

(Ωke
−i(ωk−ωc)tc† +Ω∗

ke
i(ωk−ωc)tc) . (7.5)
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Note that although more terms are time-dependent in Eq. (7.5) than in Eq. (7.1), it should
be stressed that only frequency differences like ωa − ωb and similar differences appear in
the rotating frame. The transformation from Hamiltonian (7.1) to Hamiltonian (7.5) does
not involve any further approximation and is therefore a mere change of frame. Moreover,
note that the dissipator in the Lindblad master equation (2.21) remains invariant under
this transformation. The Lindblad operators (7.2) are therefore valid in both frames.

In view of encoding information in the two cavities and use them to build a quantum
computer, an entangling operation needs to be realized between them. While this typically
implies the choice of a specific entangling gate between two qubits, i.e., between two
two-level systems, cf. Refs. [317, 318], here we are interested in an entangling operation
between the two infinite dimensional cavities A and B. The advantage of such a slightly
more general entangling operation in combination with the infinite dimensional Hilbert
spaces of A and B is that it does not require any particular choice of how to encode
qubits into these infinite dimensions. It therefore works with any encoding and thus with
a large variety of error correction schemes that all require different choices of encoding.
In order to realize an entangling operation between A and B, an interaction between A
and B is required but needs to be mediated by the transmon C as the cavities do not
couple directly to each other. In order to overcome this problem, Ref. [315] has shown
that an effective beamsplitter interaction of the form

Hab
BS(t) = gBS(t)ab† + g∗BS(t)a†b (7.6)

can be engineered between cavities A and B, i.e., on the reduced system of the two
cavities. gBS(t) corresponds to their effective interaction strength. Such an interaction
can be realized by appropriately choosing two driving fields that interact exclusively with
transmon C [315]. To this end, both fields need to be operated as cw fields, i.e., have
constant amplitudes Ω1 and Ω2 as well as constant frequencies ω1 and ω2. In detail, the
two frequencies of the cw fields need to fulfill [315]

ωb − ωa = ω2 − ω1. (7.7)

Physically, this condition ensures conservation of energy when a photon is transferred
between cavities A and B in the interaction process described by Eq. (7.6), since the
energy difference of ωa and ωb is compensated by transferring photons between the
two driving fields. It should be noted that — albeit neglected in the following — also
other energy conserving photon transfers between cavities and driving fields are possible.
These give rise to other types of interactions which are not of relevance for the following
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discussion [316]. Unfortunately, satisfying Eq. (7.7) is not as straightforward in practice,
since both cavities are Stark shifted individually due to the presence of the driving fields
on transmon C. The strength of the individual Stark shift depends non-trivially on the cw
fields’ amplitudes Ω1 and Ω2 and on their frequencies ω1 and ω2 and causes an effective
shift of ωa and ωb that needs to be corrected for by adapting ω1 and ω2 accordingly [316].

The control task that we will consider in the following is to accelerate the beamsplitter
operation, i.e, how to increase the effective beamsplitter interaction ∣gBS(t)∣ in Eq. (7.6).
To this end, it should be noted that, although Ref. [315] technically already provides a
solution, dissipation is still a problem in practice. Hence, achieving the same task faster
minimizes the time in which the environment can compromise it. In order to explore
whether we can accelerate the beamsplitter operation between the cavities, we take the
two-drive protocol reported in Ref. [315] as a starting point for optimal control. However,
in contrast to other control problems discussed in this thesis, this time we will not
replace the analytical shapes of the two cw fields by optimized and thus time-dependent
ones obtained with a gradient-based optimization technique like Krotov’s method, cf.
Subsec. 2.3.5. Instead, we will employ a gradient-free optimization technique and simply
examine how the addition of a third cw field — with constant amplitude Ω3 and frequency
ω3 — allows to increase the effective beamsplitter interaction ∣gBS(t)∣. Hence, our primary
control parameters are just Ω3 and ω3.

Unfortunately, there is no easy way to formulate an optimization functional that
quantifies how well the dynamics within the reduced subsystem of cavities A and B behaves
compared to the desired dynamics described by the beamsplitter Hamiltonian (7.6). Such
a functional would in any case require information from all times t0 ≤ t ≤ T and can
not be expressed via a specific figure of merit at final time T . However, note that a
beamsplitter interaction of the form (7.6) will, at some point T , give rise to a swap of
the cavity states, i.e., it will give rise to a dynamics like

Dab
T,t0 [ρa(t0)⊗ ρb(t0)] = ρb(t0)⊗ ρa(t0) (7.8)

within the reduced system of the two cavities, where ρa(T ) = ρb(t0) and ρb(T ) = ρa(t0)
for any initial states ρa(t0) and ρb(t0) of cavities A and B. Although we can not easily
optimize towards the effective beamsplitter Hamiltonian (7.6) that gives rise to this
dynamics, we can optimize towards the swap operation (7.8) that such an effective
interaction gives rise to. We ensure such an operation within the tripartite system either
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by choosing the final-time functional to read

J abc
T [{ρl} , T ] = 1 − 1

NaNb
∑
ia

∑
ib

⟪∣ib, ia⟩ ⟨ib, ia∣⊗ ρ(t0)∣DT,t0 [∣ia, ib⟩ ⟨ia, ib∣⊗ ρc(t0)]⟫

(7.9a)

or

J ab
T [{ρl} , T ] = 1 − 1

NaNb
∑
ia

∑
ib

⟪∣ib, ia⟩ ⟨ib, ia∣ ∣trc {DT,t0 [∣ia, ib⟩ ⟨ia, ib∣⊗ ρc(t0)]}⟫ ,

(7.9b)

where {∣ia⟩} and {∣ib⟩} are bases for Hilbert spaces Ha and Hb of cavity A and B,
respectively. Note that we have used the short notation ∣ia, ib⟩ = ∣ia⟩⊗ ∣ib⟩ to denote a
state in Ha⊗Hb. Note that Na and Nb are the dimensions of the subspaces H′

a ⊂Ha and
H′

b ⊂Hb within which functionals (7.9) measure the effect of the beamsplitter interaction.
In fact, both functionals in Eq. (7.9) simply ensure that the swap, illustrated by Eq. (7.8),
is realized at final time T for an entire basis of H′

a ⊗H′
b. However, while J abc

T ensures
that, besides performing the swap, the initial state ρc(t0) of the transmon is preserved at
final time, J ab

T does not impose any condition on the transmon’s final state except of it
being uncorrelated with both cavities. At last, it should again be emphasized that both
functionals, J abc

T and J ab
T , optimize towards a specific target operation at final time T .

From a mathematical perspective, this does not explicitly demand for a beamsplitter
interaction like in Eq. (7.6) to emerge on the reduced system of the two cavities. However,
it does so in practice, as we will see in Sec. 7.2.

We take physical parameters for the setting sketched in Fig. 7.1 from the experiment
reported in Ref. [315]. The parameters are summarized in Table 7.1. As a remark
regarding how some of these parameters have been obtained, it should be noted that
for instance the direct coupling strengths ga and gb can not be directly measured in
an experiment. However, they can be deduced from the experimentally accessible non-
linear couplings χac = δωa,1 − δωa,0 and χbc = δωb,1 − δωb,0 between cavities A and B and
transmon C, respectively. These are given via the transmon-induced frequency shifts [316]

δωk,m = ∣gk∣2
δk − αc

(δk −mαc) (δk − (m − 1)αc)
, k = a,b. (7.10)

If these are known, the static couplings can be calculated by

ga = δa

√
χac
2αc

δa + αc
δa

, gb = δb

√
χbc
2αc

δb + αc
δb

. (7.11)
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frequency cavity A ωa/2π 5.554 GHz
frequency cavity B ωb/2π 6.543 GHz

base frequency transmon C ωc/2π 5.901 GHz
anharmonicity transmon C αc/2π 74 MHz

coupling between cavity A and transmon C ga/2π −19.921 MHz
coupling between cavity B and transmon C gb/2π 28.417 MHz

intensity driving field 1 Ω1/2π 94.200 MHz
intensity driving field 2 Ω2/2π 229.725 MHz
intensity driving field 3 Ω3/2π 271.093 MHz
frequency driving field 1 ω1/2π 6.058 MHz
frequency driving field 2 ω2/2π 7.049 624 MHz
frequency driving field 3 ω3/2π 6.749 MHz
relaxation of cavity A T a

1 500 µs
relaxation of cavity B T b

1 500 µs
relaxation of transmon C T c

1 50 µs
dephasing of cavity A T a

2 500 µs
dephasing of cavity B T b

2 500 µs
dephasing of transmon C T c

2 15 µs

Table 7.1: Parameters for the tripartite system of cavity A and B and transmon C as reported
in Ref. [315]. Note that the coupling strength ga and gb and intensities Ω1 and Ω2 have been
calculated from other experimentally measurable quantities. The third control field and its
parameters Ω3 and ω3 are not contained in Ref. [315]. They reflect the optimization results from
this chapter and are added for completeness.

The intensities of the cw fields are given by Ωk = δkξk with ξk denoting the effective driving
strength of field k. In both definitions, we have used δx = ωx − ωc with x ∈ {a,b,1,2} to
indicate the corresponding detuning with respect to ωc. In Ref. [315], the effective non-
linear couplings are given by χac/2π = 0.62 MHz and χbc/2π = 0.26 MHz. The effective
driving strengths are chosen as ξ1 = 0.6 and ξ2 = 0.2 in accordance with typical values
reported in Ref. [315]. These values give rise to the parameters in Table 7.1.

7.2 Increasing the Beamsplitter Interaction

We start the discussion by first inspecting the two-drive protocol proposed in Ref. [315].
To this end, it is important to note that the required resonance condition (7.7) needs to
be fulfilled very accurately, since already small deviations therein can cause significant
deviations from the intended effective beamsplitter interaction (7.6). Nevertheless, with
the parameters from Table 7.1, which already account for the Stark shifts of cavity
frequencies ωa and ωb, an effective beamsplitter interaction is generated between cavities
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Figure 7.2: Population dynamics of the tripartite system of cavities A and B and transmon
C. The initial state is ∣ψin⟩ (t0) = ∣ψab

in ⟩ ⊗ ∣0⟩, where ∣ψab
in ⟩ is given as indicated at the top of

each column. Panel (a) shows the population dynamics for the original two-drive protocol as
proposed in Ref. [315] based on two cw fields and the parameters as presented in Table 7.1 and a
protocol duration of T = 6780 ns. Panel (b) shows the optimized protocol extended by a third cw
field characterized by Ω3/2π = 271.093 MHz and ω3/2π = 6.749 GHz and a protocol duration of
T ≈ 1492 ns.

A and B. This can be confirmed by inspecting the population dynamics of Fig. 7.2(a). It
shows the population dynamics in the full tripartite system when starting in different states
from the subspace {∣0,0⟩ , ∣0,1⟩ , ∣1,0⟩ , ∣1,1⟩} of the two cavities and with the transmon
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in ∣0⟩, i.e., the initial state of the tripartite system is given by ∣ψin(t0)⟩ = ∣ψab
in ⟩⊗ ∣0⟩. As

can be seen, the engineered interaction between both cavities yields an effective swap
of populations at time T = 6780 ns, i.e., it maps the initial state of the two cavities
from ∣ψab

in ⟩ = ∣i, j⟩ to ∣j, i⟩ and therefore follows the desired dynamics (7.8). However, at
intermediate times, the population dynamics is more complex and it partially drives the
population out of the initial subspace {∣0,0⟩ , ∣0,1⟩ , ∣1,0⟩ , ∣1,1⟩}. This effect becomes even
pronounced when considering cavity states with higher initial excitations. Nevertheless,
such a beamsplitter interaction gives rise to a swap gate at final time T but realizes an
entangling gate intermediately at T /2.

There are two important things to notice regarding the two-drive protocol of Ref. [315].
On the one hand, it requires the two cw fields to be switched on and off smoothly in the
beginning and end of the protocol. In the current scenario, this is more than just an
experimental requirement, as it ensures a smooth transition from the transmon’s initial
ground state ρc(t0) = ∣0⟩ ⟨0∣ to a low-energy Floquet state in which the transmon remains
during the protocol and a smooth transition back at final time T . The protocol’s success
depends on the transmon being in the Floquet state at intermediate times [316]. On
the other hand, this also ensures that the transmon is only virtually populated during
the protocol and always remains close to its absolute ground state, cf. the lower row
in Fig. 7.2(a). This is favorable, since it naturally minimizes the dissipation’s impact,
which affects the transmon the most, cf. Table 7.1, and ensures that the transmon stays
uncorrelated with either of the two cavities at all times. From a physical perspective, this
also tells us that J abc

T is favorable over J ab
T , as the latter would not necessarily ensure

that the transmon is brought back to its ground state at final time T . We will therefore
use J abc

T in the following.

If we take the subspace {∣0,0⟩ , ∣0,1⟩ , ∣1,0⟩ , ∣1,1⟩} of cavities A and B as our logical
two qubit subspace in which we want to perform computations, we can evaluate J abc

T for
the dynamics shown in Fig. 7.2(a) to yield an error of

J 2,abc
T,diss = 2.27%, J 2,abc

T,nodiss = 0.85% (7.12)

in the case with and without dissipation, respectively. The superscript 2 indicates values
for the two-drive protocol. Furthermore note that the dynamics presented in Fig. 7.2(a)
is without dissipation. The dynamics including dissipation is visually identical and is
therefore not present here. Taking into account the physical errors from Eq. (7.12), the
challenge for optimal control is to find a three-drive protocol, which is significantly faster
than T = 6780 ns and still yields an error below J 2,abc

T,diss.
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In the following, we use the gradient-free Nelder-Mead optimization method [67] and
take the amplitude and frequency, Ω3 and ω3, of a third cw field together with the final
time T as optimization parameters. Note that, albeit possible, we do not optimize the
parameters of the first two drives. For the sake of numerical efficiency, the optimization
has been conducted in Hilbert space, i.e., without explicitly accounting for dissipation.
This is justified, since we already know that the dissipation acts purely detrimental
and we just need to be sufficiently fast to minimize its influence. Hence, in a first step,
the optimization needs to find a coherent error J 3,abc

T,nodiss for the three-drive protocol
that is smaller than the dissipative error J 2,abc

T,diss of the two-drive protocol. Employing
optimal control, we find that including the third drive allows to reach a coherent error
J 3,abc
T,nodiss that — albeit not lower — is at least comparable to J 2,abc

T,diss but reaches it in
significant less time. The corresponding parameters are given by Ω3/2π = 271.093 MHz
and ω3/2π = 6.749 GHz, while the final time becomes T ≈ 1492 ns. We find the errors of
the three-drive protocol to read

J 3,abc
T,diss = 2.67%, J 3,abc

T,nodiss = 2.27%. (7.13)

Note that although we have not explicitly accounted for dissipation, we have still accounted
for it implicitly by suppressing population of highly excited transmon levels, for which we
know that they are prone to dissipation. This has been achieved by deliberately adding
imaginary energies to these higher levels such that any state looses norm proportional to
the amount of population in theses levels. Since any loss of norm in any propagated state
is equivalent to an increase of the final-time functional JT , this effectively penalizes highly
excited transmon states and causes the optimization to search preferably for solution
where only lower levels are populated.

In the following, we compare the errors under the three-drive protocol, cf. Eq. (7.13), to
the ones from the two-drive protocol, cf. Eq. (7.12). On the one hand, the experimentally
relevant errors J 2,abc

T,diss and J
3,abc
T,diss show that both protocols yield very similar errors overall.

However, the three-drive protocol still achieves the same target 4.54 times faster than
the two-drive protocol. On the other hand, the results also show that the environment’s
detrimental impact can be significantly minimized by decreasing the protocol duration.
This is evidenced by a rather small increase from J 3,abc

T,nodiss to J 3,abc
T,diss in case of the

three-drive protocol, which needs to be compared to the corresponding errors under
the two-drive protocol that reveal a more severe increase. The population dynamics
for the tripartite system in case of the optimized and faster three-drive protocol is
shown in Fig. 7.2(b). Most importantly, it shows that the dynamics under the optimized
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Figure 7.3: The mutual information Iab, Iac and Ibc, i.e., the correlation between the cor-
responding subsystems, under the two-drive protocol (panels (a-d)) and under the optimized
three-drive protocol (panels (e-h)). Each column corresponds to a different initial state ∣ψab

in ⟩
of the two cavities. Panels (i) and (j) show a measure of unitarity for the subspace of the two
cavities for the two-drive and three-drive protocol, respectively.

three-drive protocol strongly resembles the dynamics of the original two-drive protocol in
structure. Nevertheless, it also shows that the observed speedup comes at the expense of
this structure being a slightly more “messy” version of the one from original two-drive
protocol presented in Fig. 7.2(a).

There are several factors that are relevant to explain these differences. The last row of
Fig. 7.2(b) shows that the three-drive protocol gives rise to slightly more population in
higher transmon levels compared to the two-drive protocol. In order to quantify this, a
convenient indicator that compresses various information into a single quantity is the
mutual information, cf. Eq (5.29), between transmon C and both cavities, respectively.
The rationale with respect to the transmon’s ground state population is that if the
transmon would remain perfectly in its ground state, it would at no time correlate with
the cavities and the mutual information would always vanish. In general, finite mutual
information between transmon and cavities indicates a deviation from an ideal operation,
since the transmon should at best only mediate the coupling between cavities A and B and
at no time correlate with any of them. Let Iab,Iac and Ibc denote the mutual information
between the respective subsystems. Figure 7.3(a-d) and (e-h) show the dynamics of the
mutual information for the two- and three-drive protocol, respectively. Similar to the
population dynamics, it can be observed that the correlations between cavities A and
B follow roughly the same shape in both protocols — albeit the three-drive protocol
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can again be interpreted as a slightly less structured version of the two-drive protocol.
However, the important difference between the two protocols lies in their correlations
between the transmon and both cavities, i.e., Iac and Ibc. While only cavities A and B
become directly correlated in the two-drive protocol and both are at no time correlated
with transmon C, the latter changes in the three-drive protocol, where both cavities
show significant correlations with the transmon at intermediate times. The correlations
between transmon and cavities A and B furthermore imply that the subsystem of the
latter does not evolve unitarily anymore. Figure 7.3(i) and (j) confirm this by showing
a measure of unitarity in the subspace Hab = Ha ⊗Hb of the two cavities within the
joint total Hilbert space H =Ha ⊗Hb ⊗Hc. Such a measure is given by Eq. (4.6), which
has originally been defined to enable the search for decoherence-free subspaces. While
for the two-drive protocol this measure, shown in panel (i), confirms an almost unitary
dynamics within Hab, panel (j) proves the strong non-unitary nature within Hab under
the three-drive protocol.

Interestingly, the strong differences between the almost unitary evolution within Hab in
case of the original two-drive protocol and its apparently strongly non-unitary counterpart
under the optimized three-drive protocol, evidenced by Fig. 7.3(i) and (j), are not as
strongly pronounced in their corresponding population dynamics shown in Fig. 7.2. In
the following, we will therefore inspect the dynamics within the relevant subspace Hab in
detail. To this end, we represent the reduced state ρab(t) = trc{Dt,t0[ρ(t0)]} of the two
cavities by its generalized Bloch vector r(t) = (r1(t), . . . , rM2−1(t))⊺, cf. Eq. (3.8). We
take the generalized Gell-Mann matrices {Ai}, i = 1, . . . ,M2 − 1, to expand ρab(t) such
that each component of the generalized Bloch vector is given by ri(t) = ⟪ρab(t)∣Ai⟫ [109].
M is thereby the dimension of Hab, which, for the numerical simulations presented so
far, is given by M = 16. Hence, the generalized Bloch vector r(t) has 162 − 1 = 255
components. Despite this large number of components r1(t), . . . , r255(t), we observe
that, for the dynamics shown in Fig. 7.2, many of these components are constant or
almost constant and only a small fraction shows a significant time-dependence. Thus,
in order to ease the discussion, we will only focus on these relevant components and
ignore all remaining ones. Note that the actual Gell-Mann matrix Ai, to which each of
theses relevant component ri(t) corresponds to, will also not be discussed as it is not of
importance.

The solid lines in Fig. 7.4(a-c) show the dynamics of the relevant components under the
original two-drive protocol for the initial states ∣ψab

in ⟩ ∈ {∣0,1⟩ , ∣1,0⟩ , ∣1,1⟩}, respectively.
The initial state ∣ψab

in ⟩ = ∣0,0⟩ is omitted, since it does not show any significant dynamics.
Figure 7.4(d-f) show the same components but for the optimized three-drive protocol. As
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Figure 7.4: Bloch vector trajectories for the reduced state ρab(t) = trc{Dt,t0[ρ(t0)]} of cavities
A and B. Note that only those components ri(t) = ⟨Ai(t)⟩ ⟪ρab(t)∣Ai⟫ are depicted that show a
significant change over time and where it can thus be expected that their origin is intimately
connected to the engineered beamsplitter interaction. The labels i for each row specify which are
relevant components ri(t) for that particular initial state ∣ψab

in ⟩. The solid lines correspond to
the Bloch vector trajectory of ρab(t) obtained from the dynamics in Fig. 7.2. In contrast, the
dotted lines describe the Bloch vector trajectories obtained from the dynamics with the effective
Hamiltonian Hab

eff(t), cf. Eq. (7.14). Panels (a-c) show the trajectories for the original two-drive
protocol while panels (d-e) correspond to the optimized three-drive case.

can be seen from a comparison of Fig. 7.4(a-c) and (d-f), all slowly varying components,
for instance like r241(t), r242(t) and r244(t) in panels (a) and (d), follow the same temporal
structure in case of the two- and three-drive protocol. The three-drive protocol again
gives rise to a slightly more messy version compared to the two-drive protocol. In contrast,
the rapidly oscillating components, for instance like r18(t) and r138(t) in panels (a) and
(d), only show the same outer shape while their rapid oscillations differ. Nevertheless,
the general similarity of the Bloch vector’s trajectory in case of the two- and three-drive
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protocol confirms that the latter protocol is, as intended, just an accelerated version of
the original two-drive protocol.

In order to explain the differences and similarities observed in Fig. 7.4, we want to find
an effective description of the dynamics within the subspace Hab. In detail, we want to
find an effective Hamiltonian Hab

eff(t) that gives rise to the same Bloch sphere dynamics
as shown in Fig. 7.4(a-c) and (d-f) for the two- and three-drive protocol, respectively.
Unfortunately, there is no simple procedure to derive such an effective Hamiltonian
analytically from the full Hamiltonian (7.1). However, we can still obtain it numerically
by means of physical intuition in combination with parameter fitting. We find such an
effective Hamiltonian for the reduced system of the two cavities to read

Hab
eff(t) = −gBS (e−iωstab† + eiωsta†b) − ωs

2
(a†a − b†b) . (7.14)

For the original two-drive protocol, we find the two parameters of the effective Hamiltonian
to be given by gBS/2π = 36.9 kHz and ωs/2π = 2.625 MHz, while for the optimized
three-drive protocol, the two parameters are gBS/2π = 165 kHz and ωs/2π = 2.625 MHz.
Hamiltonian Hab

eff(t) gives rise to the dynamics indicated by the dotted lines in Fig. 7.4
and therefore describes the solid lines, obtained from numerical simulation with the
tripartite system, very well. Hence, we indeed find the beamsplitter Hamiltonian (7.6)
to be an accurate description of the reduced dynamics of the two cavities — both for
the original two-drive protocol as well as for the optimized three-drive protocol. We also
observe that the effective beamsplitter interaction gBS is indeed larger for the optimized
three-drive protocol. It increases by a factor of 4.47, which roughly matches the decrease
in protocol duration (factor of 4.54), cf. Fig. 7.2. It should be furthermore noted that
the rapidly oscillating components in Fig. 7.4 can be reproduced by the same frequency
ωs/2π = 2.625 MHz in both protocols. Interestingly, this frequency exactly matches the
relative Stark shifts of cavities A and B, i.e., of ωa and ωb, in the original two-drive
protocol. This relative Stark shift can be calculated from the parameters of Table 7.1 via

(ω2 − ω1) − (ωb − ωa) = 2.625 MHz. (7.15)

The fact that ωs is identical for the two- and three-drive protocol is not obvious at
all. Since the third cw drive in the latter case should in principle give rise to different
individual Stark shifts of ωa and ωb, there is theoretically no need for the optimization
to maintain a relative Stark shift of 2.625 MHz between both cavities.
At last, it should be noted that, although the optimized three-drive protocol is not

directly able to yield errors that are smaller than the ones from the two-drive protocol, it
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still achieves comparable errors on a much faster time scale. Thus, by taking the cw fields
from three-drive protocol as guess fields in a subsequent gradient-based optimization, it
should be straightforward to achieve errors that are even lower than the ones from the
two-drive protocol — both on a much faster time scale and with experimentally feasible
control fields.
To summarize, in this chapter we have replaced the two-drive protocol proposed in

Ref. [315], designed to realize an effective beamsplitter interaction between two cavities, by
an optimized three-drive protocol. The latter protocol is capable of increasing the effective
beamsplitter interaction between the cavities, hence accelerating the implementation of an
entangling gate, while keeping the gate error at a similar level. We have moreover derived
an effective Hamiltonian that accurately describes the dynamics of the two cavities under
the two- and three-drive protocol.



8
Conclusions and Outlook

In this thesis, we have presented a new perspective on how to efficiently and reliably
control open quantum systems. We have not only focused on cases where the environment’s
impact is detrimental but also on cases where the environment can assist or is even
necessary for the task’s feasibility. We have analyzed and improved, in the presence of
dissipation, various tasks that are vital in many quantum technologies.

In order to utilize optimal control techniques in combination with open quantum
systems, it is crucial to employ reliable measures, i.e., optimization functionals that
correctly asses the success of the intended control task. In Chap. 3, we have therefore
outlined mathematical conditions that every reliable optimization functional needs to
fulfill. We have furthermore illustrated the failure of common optimization functionals
based on state overlaps as indicators for the closeness of states. These violate the
conditions for reliable optimization functionals once the states become mixed. This poses
a severe problem when optimizing towards a mixed target state. However, even when
restricting our analysis to mathematically reliable functionals, like Eqs. (6.2)-(3.14), we
have found only the Hilbert-Schmidt distance to be compatible with gradient-based
optimization techniques. Since it is beneficial for optimal control to have multiple
optimization functionals available, we have therefore employed the geometric picture
derived from the Bloch sphere to construct an entirely new distance measure between
states. This new measure allows for quantifying dissipative and coherent mismatches,
i.e., mismatches in the length or angles of two Bloch vectors, individually. Besides being

181
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reliable, it has been designed to be compatible with gradient-based optimal control
techniques and thus naturally extends the set of available optimization functionals. We
have successfully utilized this new measure in an optimization with the goal to accelerate
the preparation of a mixed squeezed state in an optomechanical system. By suitably
shaping the control fields, we have achieved a speedup of at least two orders of magnitude
for the state preparation while the control fields remain simple and experimentally feasible.
A future study should nevertheless relax the hitherto used requirement to optimize for
a particular squeezed target state and replace it by an optimization of the squeezing
strength itself. This would not only allow to determine the ultimate limit of the achievable
squeezing, but also answer if the trade-off between the target state’s squeezing strength
and its purity is a property of considered optomechanical setup or the specific protocol
proposed in Ref. [134]. It would also allow to determine whether large squeezing can also
be generated at higher purities.

For the particular example of optimizing the dynamics in an optomechanical system,
the introduced measure has not performed better than the Hilbert-Schmidt distance.
Nevertheless, it still provides more information due to its separation of dissipative and
coherent state mismatches, which therefore allows for quantifying the origin of the
mismatch much better — namely whether the optimization has problems to match a
Bloch vector’s length or angles with a given target state. If we take this one step further,
it might even allow to quantify individual quantum speed limits for the dissipative and
coherent part of the evolution. This is based on the idea that quantum speed limits are
often estimated via a distance measure between an initial and target state in combination
with an estimated speed for the evolution between those states [250, 319–322]. If combined
with an effective dissipative and coherent speed for the evolution, the newly constructed
measure would allow to create individual speed limits and allow to determine which of
these sets the overall speed limit.

Besides the construction of this new distance measure, the results presented in Chap. 4
have furthermore extended the tools available for optimal control of open quantum systems.
While quantum optimal control largely focuses on methods for deriving time-dependent
control fields that steer a quantum system in a desired way, we have explored a conceptu-
ally new direction by employing optimal control methods to search for decoherence-free
subspaces (DFSs). To this end, we have first formulated a functional that reliably
identifies DFSs and which, by construction, allows for calculating analytical derivatives
of this functional with respect to the basis states from that subspace. Secondly, we have
introduced an efficient way to parametrize arbitrary subspaces via their basis elements
such that the latter maintain their norm and orthogonality even when allowing an op-
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timization algorithm to change any parameter. In combination, this has enabled us to
employ a gradient-based optimization technique to search for DFSs. We have successfully
identified DFSs — previously known ones as well as a completely new one — in a network
of qubits.

Since we have constructed the parametrization to work for arbitrary subspaces, it
can be readily used to search for subspaces other than just DFSs. Such an adaption
of the method is straightforward as it simply requires to apply the same optimization
procedure but employing optimization functionals specifically constructed for subspaces
other than DFSs. In Sec. 4.5, we have outlined how such functionals might look for
different scenarios. The successful demonstration employing DFSs can thus be regarded
as a proof of principle of what optimal control is capable of in terms of identifying
specific subspaces. It should be emphasized that a potential extension of the presented
method would consist in combining the search towards specific subspaces with a second
optimization loop for the dynamics itself, for instance by adding time-dependent control
fields to the Hamiltonian. This would allow to answer two questions at the same time:
How does the subspaces look like and how do the corresponding control fields need to be
chosen in order to generate the desired dynamics within this subspace.

After having established new concepts to tackle optimal control problems in open
quantum systems in Chaps. 3 and 4, we have turned towards applying optimal control in
order to improve the reset of qubits in Chap. 5. This is one of the most fundamental tasks
in any quantum technology. The challenge for this particular task is to find a strategy
that, on the one hand, bears in mind that the qubit’s environment is a fundamental
necessity that allows purification in the first place. On the other hand, it needs to allow for
sufficient control over the environmental interaction such that, at best, it can be switched
on and off on-demand when needed. To this end, we have considered two promising
approaches to ensure on-demand qubit reset — one utilizing a tunable environment and
one where the environment is effectively given by a single, strongly coupled ancilla mode.

In the first scenario, a qubit is tunably coupled to a cold environment via two inter-
mediate harmonic oscillators. The tunable coupling originates from the feasibility to
increase the qubit’s effective interaction with the cold environment on-demand by orders
of magnitude just by appropriately steering the setup via time-dependent control fields.
Starting from an analytical control scheme proposed in Ref. [213], we have successfully
improved the reset protocol in time and fidelity by exchanging the analytical control
fields by optimized ones. The control strategy leading to this improvements exploits a
unique feature of this setup — the fact that not only the coherent part of the dynamics
is controllable via the control fields but also the dynamics’s dissipative part becomes
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time-dependent and thus indirectly controllable. A unique reset strategy has been identi-
fied to consist (i) in maximizing the decay rate from one of theses channels and (ii) in
engineering non-adiabatic transitions that drive the population into this heavily decaying
channel. Interestingly, this has remained to be the only strategy identified by optimal
control even when switching between various combinations of conceivable control fields.
Since the achievable fidelity of the reset protocol as function of the reset duration is
similar in all cases, we believe to have identified the quantum speed limit for this physical
setup. The observed interplay of coherent and dissipative dynamics suggests that even
more advanced reset strategies might be possible when extending the system’s Hilbert
space and explicitly accounting for highly excited states that would naturally not become
populated. Although this might appear counter-intuitive for the intended qubit reset,
higher excitations typically imply larger decay rates and thus might allow for a shortcut
to reshuffle population into the qubit’s ground state.

In the second scenario, we have considered a qubit within a structured environment given
by a single, strongly coupled two-level ancilla and a remaining, weakly coupled reservoir.
By employing optimal control, we have demonstrated that an effective interaction between
qubit and ancilla can be established on-demand by means of a control field that exclusively
interacts with the qubit. This on-demand interaction can be exploited for efficient qubit
reset. We have demonstrated that it allows to reset the qubit to purities that exceed
those of its steady state — which it would otherwise assume due to continuous but slow
thermalization with the environment. This setup therefore allows for significantly faster
and more efficient qubit reset. The reachable qubit purity is thereby only limited by the
ancilla’s initial purity. We have derived the corresponding reset strategy, which is always
given by a control field that puts qubit and ancilla in resonance. This strategy, besides
being time-optimal and very robust with respect to inaccuracies in the control field, is also
independent on the qubit’s initial state, provided qubit and ancilla are initially factorized.
In the presence of initial correlation, i.e., when the qubit is initially correlated with the
ancilla and thus with its environment, we have shown that the reset can be improved
even further — both in time and fidelity. We have derived a simple geometric model that
readily explains the limits in time and purity in case of factorizing initial conditions and
why initial correlations allow to overcome both limits. These results suggest to actively
exploit system-environment correlations as a resource instead of viewing them as a mere
nuisance.

Moreover, we have revealed an interesting dependence of this reset strategy on the
actual type of local control on the qubit and its interaction with the ancilla. The Cartan
decomposition of SU(4), i.e., of all conceivable unitary evolutions of the joint qubit-ancilla
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system, has enabled us to formulate fundamental requirements that the dynamics of the
joint qubit-ancilla system needs to fulfill in order to allow qubit purification in the first
place. Whether these requirements are fulfilled can already be determined on the level of
the qubit-ancilla Hamiltonian and does not require any knowledge about the dynamics.
While we have identified those combinations of local qubit control and qubit-ancilla
interaction that do not fulfill the requirements and therefore do not allow for qubit reset,
we have also derived the time-optimal reset protocol for all combinations that do fulfill the
requirements. We have proven that the time-optimal reset strategy remains to establish
resonance between qubit and ancilla via the control field. A swap of purities remains the
best in terms of fidelity, considering factorizing initial conditions. Interestingly, we have
demonstrated that, despite all these similarities in the reset strategy, the time-optimal
protocol differs substantially in time between various combinations of local qubit control
and qubit-ancilla interaction. We have derived a simple, analytical model that accurately
predicts the protocol duration for all combinations. Our results therefore reveal the
fundamental limits for qubit reset if a two-level ancilla is employed as entropy dump.

When allowing for higher dimensional ancillas, we have moreover shown that the
maximally achievable qubit purity increases beyond a simple swap of purities. It starts
to depend, in addition to the ancilla’s initial state, on the ancilla’s dimension. It would
therefore be interesting to examine whether the conditions derived from the Cartan
decomposition of SU(4) can be transferred and generalized — to some extent — to this
more complex situation. In general, our results emphasize that special care needs to
be taken when designing qubit architectures. This is relevant, since many quantum
information platforms, like superconducting qubits, allow for engineering of control
mechanisms on qubits and interactions between them with great flexibility and, as we
have demonstrated, tasks like qubit reset depend strongly on the right choice.

While qubit reset has been one particular example where an environment is vital for the
success of the control task, in the remainder of this thesis we have considered two other
control tasks where the environment becomes purely detrimental. In Chap. 6, we have
examined how optimized control fields can assist in diminishing the environment’s impact
on quantum discrimination. To this end, we have considered the task to distinguish two
states which evolve under slightly different Hamiltonians — a task that is fundamental
in quantum metrology. Under ideal conditions, the Ramsey scheme is a time-optimal
protocol to reliably distinguish any two states evolving under different Hamiltonians.
However, under realistic conditions where the quantum devices are exposed to dissipation,
this does no longer hold. Employing optimal control, we have derived optimized control
fields that allow for improving the distinguishability between the two states with respect
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to what the Ramsey scheme is capable of. The optimized control strategy in the presence
of dissipation consists in utilizing the control fields such as to rapidly kick both states close
to a DFS, where they remain most of the protocol duration, and only separate them right
before the final time of measurement. Besides improving the states’ bare distinguishability,
it is also possible to stabilize the states’ distinguishability at its maximum for times much
longer than the dissipation’s time scale. We have moreover shown that the optimized
protocol yields an improvement in sensitivity evidenced by an increase of the quantum
Fisher information. The results from Chap. 6 therefore emphasize the important role of
DFSs in the mitigation of the environment’s detrimental impact. It also emphasizes the
possibilities which arise from knowledge about existence and form of any DFS, since this
knowledge might immediately allow us to design new, sophisticated control schemes.

Finally, we have turned towards the task of implementing an entangling gate between
qubits, which is pivotal in quantum computing. In Chap. 7, we have analyzed a control
scheme that realizes a beamsplitter interaction between two cavities whose interaction
is mediated by an intermediate transmon. Starting from an analytical control scheme
proposed in Ref. [315], which realizes the desired beamsplitter interaction by means of
driving the transmon with two continuous-wave (cw) fields, we have shown that adding
a third cw field, whose amplitude and frequency have been determined by optimal
control, allows to substantially increase the effective beamsplitter interaction between
the two cavities. The addition of the third drive has two effects. On the one hand,
it unfortunately adds some undesired terms to the effective Hamiltonian of the two
cavities and therefore increases the gate error of the three-drive protocol compared to the
original two-drive protocol. On the other hand, the increased beamsplitter interaction
and its entailing decrease in the implementation time for the entangling gate substantially
reduces the dissipation’s impact on the entire operation. In combination, both effects
result in comparable gate errors for the two- and three-drive protocol. However, since
the three-drive protocol is much faster, it constitutes an improvement in the generation
of entanglement. Although a small error remains, the protocol can probably be further
improved, i.e., its error minimized, by applying a gradient-based optimization method for
the cw fields. This should readily allow us to obtain gate errors lower than the ones from
the original two-drive protocol while still being experimentally feasible. Besides, we have
so far only considered the optimization towards a specific entangling gate, respectively a
specific form of interaction. However, a straightforward generalization would be to directly
optimize towards a general perfect entangler [107, 108] between the cavities. This would
allow to identify the fastest perfect entangler [323]. However, in order to correctly account
for dissipation, it might be advisable to first generalize the corresponding functional to
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also work in an open quantum system where the dynamics is not unitary.
In conclusion, in this thesis we have extended the available tools for optimal control

by introducing two new concepts to tackle control tasks in open quantum systems. This
covers a new functional for mixed state targets and a new optimization method to search
for decoherence-free subspaces. We have furthermore derived new control strategies
that cope best with the presence of environmental noise and which have improved some
fundamental tasks for quantum technologies. The results emphasize that we need to
distinguish between cases, where the ubiquitous environment acts harmful, and cases,
where the environment can be exploited for the intended control task. Quantum optimal
control can be used in both cases to identify the universal limits for such tasks as well
as to derive tailored, robust and experimentally feasible control strategies to boost the
performance of state-of-the-art quantum technologies.
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