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‘We show that time induces a dynamical renormalization of the system-environment coupling in open-quantum-
system dynamics. The renormalizability condition, of the interactions being either local, or, alternatively, defined
on a finite continuum support, is generally fulfilled for both discrete and continuous environments. As a
consequence, we find a generalized Lieb-Robinson bound to hold for local and, surprisingly, also for nonlocal
interactions. This unified picture allows us to devise a controllable approximation for arbitrary non-Markovian
dynamics with an a priori estimate of the worst-case computational cost.
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I. INTRODUCTION

The interaction with its environment causes a quantum
system to lose energy and phase—this is termed decoherence
[1]. Decoherence poses a severe challenge to the application
of quantum technologies since a quantum system can never
completely be isolated from its environment. On the other
hand, the effect of the environment is not necessarily detri-
mental and can likewise be used for robust implementation of
quantum processes [2]. A rigorous treatment of decoherence
is challenging because the system and environmental degrees
of freedom become entangled due to their interaction. This
entanglement is neglected when invoking the Markov approx-
imation [1]. However, non-Markovian effects are abundant,
in particular in the condensed phase. Examples of current
interest include mechanical oscillators close to their ground
state [3], carbon nanotubes and graphene [4], excitons of the
light-harvesting complex [5], and solid-state devices based on
quantum dots [6], superconducting junctions [7], or nitrogen-
vacancy centers in diamond [8-10]. A correct treatment of
the non-Markovian dynamics is important for application
of these systems in quantum technologies which require a
sufficient amount of control. Controllability is expected to
be better for non-Markovian than Markovian systems due
to the equivalence of non-Markovianity and information
backflow from the environment to the system [11]. Currently,
non-Markovian dynamics are tackled with stochastic methods
provided certain assumptions can be made [12-14]. Alter-
natively, one can simulate the non-Markovian dynamics for
finite times, starting from a microscopic model for system
and environment and truncating the number of environmental
degrees of freedom. This approach is particularly interesting
in view of quantum devices which always operate in finite
time. It has been successfully employed in the context of single
spins in diamond [8], hydrogen diffusion [15] and femtosecond
photochemistry at surfaces [16,17], spin dynamics in NMR
[18], and the spin-boson toy model [19]. The observation
that the truncation approach works for such diverse systems
suggests an underlying general property of quantum dynamics:
Apparently it takes time to establish correlations between
system and environment. Proving such a conjecture would
allow one to rigorously quantify the necessary ingredients for
an accurate and efficient simulation of open quantum systems.

Here, we prove this conjecture and show that it yields a
general approach to modeling decoherence. Our proof allows
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us to answer the question of why a comparatively small
number of environmental degrees of freedom often turns
out to be sufficient [8,15-19]. Moreover, we show that no
specific structure of the environment and system-environment
interaction is required for the truncation approach to be
applicable. This allows for simulating arbitrary open-quantum-
system dynamics with a prespecified accuracy, employing only
a finite number of environmental modes.

Our proof is based upon a fresh look at decoherence
by combining the Lieb-Robinson bound known in many-
body physics [20,21] with the surrogate Hamiltonian method
developed in physical chemistry [15-17]. Technically, for
discrete environments, the Lieb-Robinson bound translates
the inherent locality of quantum dynamics into a quantitative
estimate for the information propagation speed. We show
that the notion of an effective light cone can be used to set
up a dynamical renormalization procedure for the generator
of the “surrogate” evolution. For continuous environments,
the interactions are generally nonlocal. We show that the
concept of quasifinite resolution represents the equivalent of
quasilocality for discrete environments. In both cases, time
naturally induces a renormalization of the system-environment
interaction.

II. DISCRETE ENVIRONMENTS: QUASILOCALITY
OF QUANTUM DYNAMICS

We first consider the environment to be comprised of dis-
crete degrees of freedom. Assuming the interactions between
system and environment to be bounded and, for simplicity,
bilinear, the total Hamiltonian can be defined on a generic
lattice in arbitrary dimensions,
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with Ng and Np the system and environmental degrees of
freedom (DOFs), Ng — o0.InEq. (1), each DOF is defined on
a finite-dimensional Hilbert space H;. Ni* < Ng (N < Np)
are those system (environmental) DOFs that interact with the
environment (system). The interactions ®; ; can be expressed
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in terms of linear operators Oi € B(H;),

dim[B(H;)1—1 dim[B(H;)]-1
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with |J//"| < 0o and assuming [0:,0;1 =0 for i # j. Our
goal is to truncate the sums over the environmental DOFs in
Eq. (1) in a well-defined manner. To this end, we need to
quantify the influence of the DOFs upon each other, i.e., we
need to introduce a metric. A suitable metric arises naturally by
representing the Hamiltonian H as a graph G. The set of nodes
of the graph is composed of all the system and environmental
DOFs N = {Ng + N3}, i.e., a possibly infinite number of
elements. The edges of the graph are made up by all nonzero
elements of the coupling matrix J;; = [ZW(J[‘;”)z]l/z, E
{Jij # 0}. The bare structure of the graph is encoded in the
adjacency matrix A = A(G) whose entries A;; (A;; =0,1)
represent the edges connecting two nodes i and j. The metric
induced by H on G is defined as the shortest path connecting
two nodes,

d(i,j) == minfn € N : [A"];; # O},

A walk of length n from node i to j is a sequence of n adjacent
nodes. Their weight is [];Z 1 Jipixsy With the weight of the
zero-length walk set equal to 1. Then the overall weight of all
paths of length n between i and j is [J"];;, and the weight of the
shortest path(s) is [J?@/];;. Equipped with the metric d(i, /),
we can order the environmental DOFs according to their graph
distance from the system, i.e., their minimum distance from a
node in {N;m}. For the sake of simplicity, we consider a single
system node S; the generalizationto Ng > 1 is straightforward.
Reordering the environmental DOFs is expressed by rewriting
Hamiltonian (1),

[e.¢]

A = "(ha+ haas), )
d=0

where /4 groups the interactions between DOFs at distance d
from the system, i.e., those in the dth layer. i\ld’d_i'_l contains
the interactions between DOFs in two successive layers, e.g.,
I‘AIS = ﬁo and I:ISB = ]jl()l

The dynamical evolution of a generic system operator Ag €
B(Hs) is given by Ag(t) = ' Age="A". Using the Baker-
Campbell-Hausdorff formula, A s(t) can be written in terms of
nested commutators,

N (—it)?

Asty=As+3 —Ca, (3)
d=1

where €, = [H,Cy_]and Cy = AS. We show in Appendix A
that € has nonvanishing commutators only with those terms in
H that act on DOFs in the layersd’ < d,including fzd,dﬁq . This
implies C‘n = [I:I,C‘n_l] = [Fln,é‘n_l] at the nth perturbative
order, where

n—1

A, = (hq+ haar) )
d=0

is the truncation of the full generator H to the first n layers
of the graph. In other words, terms corresponding to bath
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DOFs at distance n from the system start contributing to the
system dynamics only at the nth perturbative order. The system
dynamics is thus appreciably affected by those bath modes only
after a time that is sufficiently long to make the corresponding
perturbative term non-negligible.

In order to make this statement quantitative, we consider
the error R(n) = ||As(t) — A?"(t)” made by replacing the
full evolution A s(t) with that generated by the truncated
Hamiltonian (4), Ag” (1) with the norm understood as the
operator norm. The error is bounded by the remainder of the
series in Eq. (3) when truncated at order n (cf. Appendix A),

tO
R(n) < 2|l As]| Z( ! >N,

d=n+1 i,jely

where O = max(, jyenu.v ||0AI.MOAJ‘?||, and I;=1{ieN:
d(s,i) < d} represents the set of DOFs at distance at most
d from the system. ;7 [J 4];; is the weight of all paths
of length d involving DOFs at distance at most d from the
system. If the graph is locally finite, i.e., if each DOF interacts
with a finite number of other DOFs, then || J|| < oo [22]. In
this case, we can bound the sum, Y=, ;. [J/1;; < (@)%,
where ¢ denotes the maximum connectivity of a node
on the graph. This leads to the following Lieb-Robinson
bound [20,21,23,24]:

[As@) — A0)] <

with v = 20¢?%||J ||e (cf. Appendix A). As shown in Ref. [25],
the Lieb-Robinson also holds for anticommuting operators.
Equation (5) states the quasilocality of the quantum dynamics
of an open quantum system. It implies the existence of an
effective light cone for the system that spreads at most at
speed v. Bath DOFs outside the effective light cone give only
an exponentially vanishing contribution to the evolution of A.
The full bath is therefore needed only in the limit of infinite
time.

2| Aglle " Q)

III. CONTINUOUS ENVIRONMENTS: QUASIFINITE
RESOLUTION OF QUANTUM DYNAMICS

We now consider the interaction of a central system with
a continuous environment. The corresponding Hamiltonian is
generically expressed by

H = Ag+ 0§/ J(xX)(&y + éh)dx
0
+2/ / L K(|lx — x’l)[cxci, + cicx/
0 x

Xmax
+clecelepldxdx + f g)eéldx,  (6)
0

where x denotes the relevant bath variable such as energy
or position, xy,x < 00 is a finite cutoff, and OS is a generic
system operator. We require the annihilation (creation) op-
erators of bath modes ¢, (61) to be bounded, i.e., |c|| =
MaXye[0,x,,] |6 ]| < 00. J(x) denotes the system-bath cou-
pling, K (|x — x’|) the intrabath coupling, assumed symmetric
under exchange of x and x’, and g(x) is the bath dispersion.
The Hamiltonian (6) does not obey local finiteness, since
the system interacts with all bath DOFs which, in turn, all
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may interact among themselves. This corresponds to a graph
where all bath DOFs are at distance 1 from the system,
such that the results of the previous section cannot be used
directly to truncate the Hamiltonian. If the bath is made up
of normal modes, K(]x — x’|) = 0, then (6) can be mapped
onto a semi-infinite chain with the system at one end [26,27],
thus recovering local finiteness. However, this requires the
bath Hamiltonian to be quadratic and is thus not general.
Here, we derive a generally applicable bound equivalent to
Eq. (5) for continuous environments, employing the concept
of a “surrogate Hamiltonian” [15].

We choose a sequence of n points {x,}l _o- in the interval
[0,Xmax], With x; < x;41, thus defining a partition P, = {§x;}
of the interval with §x; = x;;; — x;. Denoting the norm of P,
by | P,| = max;_,(8x;), a sequence of partitions { P,} obeying
the condition | P,+1| < | P,| can be constructed. This defines a
sequence of Hamiltonians (H p,} with

n—1
Hp, = Hg + O} Zji(éi +5j)
i=0

n—1 n—1
+2 Z K,j il i Cj +c -C; —l—c ¢;C cj]—}—Zg,c ¢,
i<j=0 i=0

)

where ¢; = ¢, J = J(x)éx;, K, ij = K(|x;i — x;[)éx;0x;, and
& = g(x;)éx; are the rescaled couplings at the n sampling
points. Equation (8) can be viewed as Riemann sums
built on P, approximating the corresponding integrals in
Eq. (6). By construction, the sequence (H p,} converges with
limy,, o HP = H

When estimating the error that is made by time-evolving
Ag using Hp, instead of H, R(P,) = ||As(t) — A?P” ®)], we
need to compare two series of the kind (3), one for A s(t)

Pn

and one for A? (t). The triangle inequality can be used to
split the error into two parts, R(P,) < Ri(P,) + R»(P,) (see
Appendix B for details). The first term evaluates the error made
in replacing exp[—th] exp[al t] by exp[—z(H Hp )],
i.e., assuming H and Hp to commute. This contribution is
bounded by a second-order polynomial in ¢ 2IA ,Hp”]”. At
finite times R;(P,) vanishes in the limit n — oo due to the
convergence of Riemann sums. The second contribution to
the error, Ry(P,), , represents the distance between AS and its
evolution under H — H p,. As final estimate we obtain
|Ase) — A
with R;(P,) given by Eq. (B7). Equation (8) states quasifinite
resolution of quantum dynamics: At finite times one can
reproduce the system-bath dynamics within arbitrary accuracy
by employing an effective generator, Eq. (8), that is constructed
on a finite number of sampling points with rescaled couplings.
The full continuum of environmental modes is resolved
only in the limit of infinite time. The optimal sampling,
maximizing the convergence time for a fixed number of modes,
is determined by the specific form of the couplings in Eq. (6).
Equations (5) and (8) provide an upper bound to the error
made by replacing the full generator H with an effective
one H, or H p,- The bounds are general. They are therefore

O] < Ri(P) + [Asl @Al 1) (8)
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also very conservative. In some specific cases, tighter model-
dependent bounds can be derived [28,29]. For certain classes
of initial states, the scaling with time can be dramatically
reduced [29,30]. Extension of the bounds Egs. (5) and (8)
to k-linear interactions is straightforward (see Appendix C).
However, extension to Hamiltonians containing unbounded
operators, i.e., O = o0, is possible only for certain classes of
operators [31,32].

IV. CORRESPONDENCE BETWEEN DISCRETE
AND CONTINUOUS ENVIRONMENTS

The Hamiltonian for a system interacting with a continuous
environment, Eq. (6), corresponds to an infinite graph whose
environmental nodes are all at distance 1 from the system.
The Hamiltonians (2) and (6) thus represent the two opposite
extremes of an infinite graph—with the infinite number
of environmental nodes concentrated in a single layer or
distributed over infinitely many layers. In both cases, the
system-bath coupling can be defined as the weight Jsp of the
paths needed by the system to explore all of the environment.
For continuous environments, Jsp = fox ™ J(x)dx, which
is finite because the support of the integral is finite. For
discrete environments, Jsp = Y o> jud(s, jy=nJ"1sj» and
local finiteness ensures that [Jsp can be made finite by
rescaling the coupling matrix, e.g., by setting J = J/r with
r = ¢||J||. This amounts to penalizing longer paths and allows
for bounding all quantities on the graph. The dynamics in
Hilbert space remains unaffected since any rescaling of the
coupling matrix is canceled out by a corresponding rescaling
of time (t — 7 = rr). Local finiteness and the finite cutoff
Xmax thus play the same role for the two representations of
infinitely large environments, with infinitely long paths, the
discrete counterpart of infinitely close modes.

V. DYNAMICAL RENORMALIZATION

This unified picture for discrete and continuous environ-
ments implies that in both cases time naturally induces a
dynamical renormalization over the system-bath interaction.
It is expressed by the bounds Egs. (5) and (8), which provide a
recursive update rule for the effective generators, as illustrated
in Fig. 1. For discrete environments, the number of required
bath modes is obtained as function of time, n = n(t), by
specifying the desired accuracy and inverting Eq. (5). Defining
Jn@) = Y Jdes. j):d[j 4],;, the renormalization flow
is expressed as lim,_, o, J (n(t)) = Jsp. For continuous envi-
ronments, given a desired accuracy and simulation time, the
required resolution is obtained from Eq. (8) as |P,| = | Pyl
The renormalization flow corresponds to the convergence of
Riemann sums, J(Py)) = Ziean Ji as limy—, o0 T (P =
NETE

Due to Eqs. (5) and (8) the dynamics of any open quantum
system can be simulated efficiently on a quantum computer:
Once the generator is defined on a finite Hilbert space,
it can be approximated by a Suzuki-Trotter decomposition
[33-36]. This represents a quantum circuit, i.e., a sequence
of elementary quantum gates for each time step. The cost of
simulating the effective generator scales only polynomially
in time and the number of effective degrees of freedom as
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FIG. 1. (Color online) Dynamical renormalization of the system-environment coupling. Discrete environments (left): The effective generator
H, is updated by adding the interaction with all environmental degrees of freedom in the (d + 1)st layer and the new local terms. Continuous
environments (right): The effective generator Hp, is updated to Hp, , by adding sampling points in the interval [0,xn.] and rescaling the

couplings.

shown in Appendix D. The resources required on a classical
computer are, however, exponential in the number of effective
environmental degrees of freedom.

This is due to the exponential scaling of the system-plus-
bath state that needs to be stored. It is in contrast to uncon-
trollable approximations such as the Markov approximation
where the environment is completely eliminated from the
reduced dynamics such that the computational resources are
constant with time and depend only on the size of the system
Hilbert space. The exponential scaling of the computational
resources with the number of effective degrees of freedom
can be reduced to a polynomial one by employing further
controlled restrictions of the size of the effective Hilbert
space [16—18,37-39].

VI. CONCLUSIONS

We have shown that the reduced dynamics of an arbitrary
open quantum system can be obtained reliably and accurately,
by employing only a finite-dimensional effective Hamiltonian.
This is due to time inducing a dynamical renormaliza-
tion of the system-environment interaction, i.e., the system
interacts progressively with the environmental degrees of
freedom rather than with all of them at once. The required
renormalizability condition, locality of the interactions for
discrete environments and finite support of the interactions
for continuous environments, is generally fulfilled. While the
Lieb-Robinson bound has been discussed in the context of
dissipative dynamics before [25,40], it was not employed for
the full system-bath evolution. Carrying out this very natural
application of the bound, we have generalized the notion of
quasilocality of quantum dynamics to nonlocal interactions.
In spin dynamics, the Lieb-Robinson bound provides the
theoretical foundation of truncation-based algorithms such
as the time-dependent density-matrix renormalization group

[24]. Similarly, our results allow assessment of the worst-case
computational cost of truncation-based algorithms for non-
Markovian dynamics and certify a priori their accuracy versus
computational complexity.
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APPENDIX A: QUASILOCALITY OF QUANTUM
DYNAMICS FOR DISCRETE ENVIRONMENTS

In this appendix we prove the quasilocality of quantum
dynamics for a system interacting with an environment
comprised of discrete degrees of freedom, such as a spin
bath, obeying bosonic commutation relations. The extension
to fermionic operators is found in Refs. [25,41]. The total
system+environment is defined on a lattice. Hence the starting
point is the Hamiltonian, Eq. (3) in the main text, written
in terms of /4, grouping the interactions between DOFs at
graph distance d from the system region, i.e., in the dth
layer, and fzd,“ 1, comprising the interactions between DOFs
in two successive layers. With these definitions, H § = fzo and
Hsp = fzo,l. If the system is made up of more than a single
node, the graph distance is calculated as the minimum between
a bath and a system DOF.

The dynamics of a generic system operator Ag € B(Hy) is
described by

AS(Z‘) — einAse—th'

Using the Baker-Campbell-Hausdorff formula, this can be
expressed in terms of nested commutators [cf. Eq. (3) of the

022122-4



RENORMALIZATION APPROACH TO NON-MARKOVIAN ...

main paper], where the commutator C’n,
Cn = [Han—l]’

appears at the nth order, and Cy = Ag. Up to nth perturbative
order the evolution generated by the full Hamiltonian H is the
same as that generated by its truncation to n graph layers using
the graph-distance-based ordering of the DOFs [cf. Eq. (4) of
the main paper], i.e.,

Cn = [I:Ivénfl] = [I:In»énfl] = [ané,f!,nl] = C,fln

The error made by evolving Ag with H, instead of the full
generator H can therefore be bounded by the operator norm
of the remainder of the truncated series,

R(n) = |As(t) — Ag ()],

e8] (—'l‘)d R .
> e (Ca-cit

d=n+1

2 (=it .
> 4

d=n+1

<2 ; (AL)

where Ag’” (1) = exp(iﬁnt)As exp(—iI:I,,t). The triangular in-
equality yields

R(n) <

ZZ—ncdn

n+1

(A2)

In order to estimate ||C||, we need to consider the following
commutators between operators in H:
lhaha + ha 41
= [ha,haa118a.0 + Thasha-1,a18a-1.a,
(haas1.ha + harari1]
= [ha.ar1.halda.a + [haast.hast + har.a218041.0
(A3b)

(A3a)

+haditsha1.alda-r.a-

“Local” operators fzd, i.e., terms involving interactions be-
tween DOFs within the same layer, have nonvanishing com-
mutators only with operators connecting the dth layer with the
neighboring layers d £ 1 [cf. Eq. (A3a)]. Since the (d + 1)st
layer is already accounted for in /444, commutators of
local terms /14, Eq. (A3a), do not introduce further layers.
In other words, these commutators do not increase the size of
the bath Hilbert space that is “seen” by the system. Terms
involving interactions between the dth and the (d 4+ 1)st
layer, i.e., fld’d_i'_], have nonvanishing commutators at most
with terms in the same, the previous, or the (d + 2)nd layer.
Therefore, commutators involving the nonlocal terms ﬁd,dﬂ
add operators from one additional layer, i.e., they enlarge the
system “view” by one graph layer at each perturbative order.
Examining the generic structure of the C'd’s, we find for C L

d<sj)<1
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using Eq. (2) of the main text and the definition of <i>i ;’s. This
highlights the fact that 2o + ﬁo, 1 groups all interactions within
the system and between system and bath. It implies

¢ = Z ZJ’” [0/:0!,As]

A5 =0;
ds.j) < 1

ZZJgj" 050}, Ag].

In the second line, we have used that only commutators
between operators which act at least on one common DOF do
not vanish, assuming, for the sake of clarity, that A sactsona
single system DOF. Should Ag act on multiple system DOFs,
a sum over these DOFs needs to be included additionally.
Introducing

(A4)

O = max ||0”
ijeN;u,v

the norm of € 1 can be estimated,

214510 s,

J

1G4l <

where J;; = [ M(Ji’;v)z]'/ 2 denotes the coupling matrix on
the graph. In the following, we drop the indices p and v,
accounting for the corresponding sums in the coupling matrix
J, and denote the system operator that enters the system-bath
interaction by 0 § Due to Egs. (A3a) and (A3Db), C’g is written
as

Cy = lho +hoy +hy +h15.C1).
Using Eq. (A4) and following the same argument we find

Z Z JquSJ 0 Oq’[OSOJvAS]]

pa: j:d(S,j)<1
d(s,p) < 1
d(S,q) <2

= Z quJSj[Oq AJ’[OAéo A ]]

A<
d(S.q) <2

(AS5)

So C, groups the commutators along paths of length 2 that
either depart from the system without returning to it (j #
S,p # §), or pass through it one or two times (j = S and/or
p=279).

Analogously to the norm of Cj, we can estimate ||C5 ||,

< 1Al QOY Y 1%,

i,jEIz

I1Call

where 7, = {i € N : d(S,i) < 2} denotes the set of nodes at
distance at most 2 from the system, and Zi’ j EIZ[J 2] ji 18 the
weight of all paths of length 2 that exist between DOFs in Z,.
Iterating this procedure, the general form of the C,’s is found

to be
2 l_[ Jic e
(1. eIy ke[l,d]
(144(1‘) €y

PN

X [Oid OA]}]’[OAI}IA OAjd—] ’[' o [Oil Ojl ’AS] T ]]] (A6)
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The set Z, = {i € N : d(s,i) < k} contains the DOFs belong-
ing to the first k layers of the graph. Thus Z; C Z;. Due to
the presence of the commutators and Egs. (A3a) and (A3b),
the only nonvanishing terms in the sums over the Z; are those
where all adjacent pairs of indices have at least one element in
common, i.e., those of the general form

§ § E ‘quad—l l_[ JOlk+1,0tk
Ag-1€L4—1 Ag—2€Lg—2 ao€Zy k=0,d-2

with i € Z;. Each of these terms represents a path of length d
within the first d layers of the graph. We can therefore estimate

< IAsloy! Y 114,

i,jGId

I1Call (A7)

where the sum accounts for all paths of length d between two
DOFs that are at most at distance d from the system. Hence,
we can bound the right-hand side of Eq. (A2),

> 1.

i,jEI,[

e (200
Ry <2045 Y

d=n+1

If the graph is locally finite, i.e., if each DOF is connected to
a finite amount of other DOFs, then

JII < Jij < A8

171 < max }  Jij < o0 (A8)
J

Labeling the maximum connectivity of a node on the graph by

C, we can estimate
d
E [J9];;

i,jEId

< @I, (A9)

since the relevant part of the coupling matrix J¢ contains at
most &> elements, each of them less than or equal to ||.J||%.
Under the assumption of local finiteness, we thus obtain the
following Lieb-Robinson bound [20,21,23,24]:

QtOe*| J||e*)?
R(n) < 2IS|[|As| Z ¢e
d=n+1

< 28| Aglle 0, (A10)

where

v=2l01 /]l e"/n,

and |S| accounts for Og acting on several system nodes. The
factor e”" with u > 0 has been introduced in v to emphasize
the exponential decay of the error with the number of layers
taken into account. Minimizing R(n) as a function of u leads
to the choice u = 1 and hence Eq. (6) of the main text.

APPENDIX B: QUASIFINITE RESOLUTION OF QUANTUM
DYNAMICS FOR CONTINUOUS ENVIRONMENTS

We start from the generic Hamiltonian, Eq. (7) in the main
text, describing the interaction of a system with a continuous
environment. The goal is to bound the error made by evolving
a generic system operator Ag() employing the surrogate
Hamiltonian I-Alpn, Eq. (8) in the main text, instead of the
full generator H. Using the unitary invariance of the norm,
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e., [UAU*|| = ||A|, together with the triangle inequality,
the error is expressed as

|As(t) — ||

— ”e al”telHtA e—lHl‘ aln AS”

H Pn

_[Hp”telHtAse_LHt aln _ el(H—Hpn)tASe—[(H—HP”)t||

< le ¢
4 ||ef A=t R go=iH=Hp)t _ A |
= Ri(Py) + Ra(Py). (B)

The strategy is now to bound each of the two terms R;(P,)
and R,(P,).
We first consider R;(P,) and define a function F (1) [35],
F()\,) =1— eik[‘}efi)ul‘}p” e*i)»([:lfl:lpn)’ (BZ)
with F(0) = 0. Derivation with respect to A yields
aF(L)
axr
Applying the Kubo identity [42],

— ei)\H[e—i)\Hpn’il:\l]e—iA(H—Hp”). (B3)

A~ A ) N ~ ~ . A
[i H e = / e Ot [ Ay, e~ dp,
0

we can rewrite Eq. (B3), obtaining
aF (L) _ /A dueikﬂefiuﬂp”
oA 0
X [H1, Fip, | 0=0tn =ii=1in) ()

Integration, using the initial condition F(0) = 0 and Eq. (B2),

yields
7I(H Hpn)f_ 711‘1[ Hpn
/ d}\./ dMelAH e [I:I,[:Ip”]
« e~ 1= Hp, ,—iX(H=Hp,) (B5)

Estimation of the norms and of the integrals in Eq. (BS) leads
to [35,36]

o X A 2
e~ B=An — ettgihnty < D[] B6)

Equation (B6) allows estimation of R;(P,) as
Rl(Pn) — ||e_iHP"teiHrAse_”:”eiHP”t
. ei(H—Hpn)tA’\Se—i(H—Hpn)z”
g 2”e*iH,u,,IethAAS(efthein“t —e
+ ”(ethe

X As(e—lHiealnf —_e

71'(1‘77131;)“ )t)”
—ifp,t ei(l—?—l—?p”)r)

—i(H—I-”IP")z)”

N TP s a
UG I AR (24 5107 A] ). o7

We thus find that R;(P,) is bounded by a second-order
polynomial in #?| (A, H p, 1|l and hence depends on how well
the integrals in the full generator are approximated by the sums
in the surrogate one. Indeed, for finite 7, R;(P,) depends on the
commutator of A and Hp_which vanishes in the limit n — oo
since any operator commutes with itself. In order to give an
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explicit example, for the Hamiltonian (6) in the main text we can write

[A.A5,] = [A5.0 {Zucwc*)— /Xmux)(éﬁél)dx}

Xmax n—1 . R Xmax n—1 )
+(0§)2U J(x)(ex+e;>dx,21i(@i+@;)}+0§U0 J(x)(@ﬁéi)dx,Zgi@,Téi}

0 i=0 i=0
Xmax n—1 Xmax n—1
+ [ / g0)elecdx, Y " Ji(@ + @j)} Of + [ f gn)eledx, Yy giéféi}
0 i=0 0 i=0
n—1

+ 0! /O T, +éhdx2 Y Rijel + eel + éleele)

i<j=0

+[2[ ‘ K(|x —x'@eel, +etey +efecel e dxdx, Z](c, .)} 0!
0 X

i=0

Xmax Xmax
+4 / / K(x — x')(@.8!, + éley + efecel eydxdx, ZK,,(@@}H,T@,MJ@@}@])

i<j=0
Xmax Xmax n—1
+2|:/ K(|x—x|)(cxc +c Cyr —i—cTA ATA Ddxdx’, Zg,c cl:|
0 X i=0
Xmax n—1
+ /0 g)eledx2 Y Ryiel +ele; +elecle) | (B8)
i<j=0
We define
Xmax n—1
A AT\2 ~ At ¥ oA A
Crs = (0F) [ / J()@y + ehdx, > T +c})] (B9)
0 i=0

Xmax n—l
Cop = [/ g0)elecdr, Zgiéjéi:| : (B10)
0

i=0
Xmax n—1 Xmax n—1
Cjo+Coy = O U J(x)(@, + éydx, Zgiej@i} + U g(x)elecdx, Y Ji(@ + 6j)i| ol, (B11)
0 i—0 0 i=0
Xmax n—l
Cix = O} / T +ehdx.2 Y Kyj@el +éle; +elecle))
0 i<j=0
Xmax Xmax n—1
et Ao ataala : ice.+ eyl or
+2 K(lx — x'|)@cel + éley + éleeleodxdx, Y Jiéi + &) | 04, (B12)
i=0
Xmax Xmax n—l
=4 / / K(x —x')@.él, + ey +eleelendxdy’, Y R +ele; +éfeiele) | (B13)
0 x

i<j=0

Xmax Xmax n—1
CgK =2 |:/ / K(|x — x’|)(€x@T + c o+ CTA ol e L Ex)dxdx’, Zg,c c,:|
0 x

i=0

Xmax
+2 / g(x)elé dx, Z Ry@el +éle; +eleele) | (B14)
0 i<j=0
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Using these definitions and the triangular inequality, the
operator norm of the commutator of the full generator and
the surrogate one can be rewritten,

I[A.Ap]| < [[Hs. Os][|Rs(P) + ICss 1l + I Cel

+1Crg + Cosll +1ICs kIl + 1Cx k| + 11k |l
(B15)

)

bounds the error made by evaluating the integral over
J(x)(cy +c,t) in terms of the Riemann sum built on the
partition P,. This error vanishes in the limit |P,| — O,
where | P,| = max,<, §x;. The norm of the remaining terms
in Eq. (B15) can be evaluated along the same lines. First
we note that if one assumes bosonic commutation rules, the
terms C;;,Cy,, and €, + €,y vanish and do not contribute

where

Ry(P) < Z(HJ(x,-)&x,-(c,-Jrcj)— / J(x)(ey +cldx
i Sx;

PHYSICAL REVIEW A 88, 022122 (2013)
with

(Sx;

Ryy(Pp) = ZSxi/ J()J (xi)2llExé ||

+1leee/1 = [&.cl1IDdx, (BI8)
which vanishes in the limit ), §x; — f dx since ¢; —
¢ and ||6§|| = 0. From Eq. (B18), one can see that the
contribution to R;(P,) coming from commutators involving
local bath operators depends on how well the integrals are
approximated by their Riemann sums over P,, and hence
vanish for |P,| — 0. The same happens for the remaining
contributions which do not distinguish between fermionic
and bosonic operators since all of them involve commutators
where at least one term is the product of an even number of
single-site operators. Using Eq. (B16) we thus rewrite C,x
in Eq. (B12),

Crx =208 J)Kijler + et + ele; + eleiele)

to R (P,) since any commutator acting on the bath degrees of i#]
freedom has the generic form ¥max
A A —203/ ZK(lx—xlDJ[c,—l-cl,c, +cc
[Avax’] = [Avax]Sx,x“ (B16) XX
In case of fermionic operators the terms C,o and Cy, + Cgy +éleete ldx, (B19)
vanish as well. Indeed the commutator between two operators, e
of which one is the product of an even number of fermionic such that we can estimate
operators acting on the same site, obeys Eq. (B8). The only
surviving term, ||C, ||, can be bounded as 1€kl < 2” 05 ” Rk (Py)- (B20)
A AT\2
1Css1l < 2(05) Rys(Po) (B17)  Then
|
n—1
IWMBJ=§:§:Mi/‘Kﬂx—mDK&H&+ccm-ﬂﬂa+ca +Cxldx
J=0 i#j 5%
—8x; K (Ixj — ;DI ()l + ¢].éiel +éle + eleele;) (B21)

bounds the error made by evaluating the integral over x by the corresponding Riemann sum over P,. Analogously we obtain

[1Cox Il <
with
n—1
RgK(Pn) = Z Z 8xi
J=0 i)
and
N Xmax
Cx :4/ dx Y K(x —x)
0 i#j
iix; #x
x Kij(di+dy +ds+ds+ds),  (B24)
where
dy = &[] c,]c —¢jlel, eet, (B252)
dy = ele;le;.eéi1ct — ecelleneleet,  (B2sb)

2RgK(Pn)

/ g(x)K (Jx — xi]) [6j6xr + @Jéiéi,@xr,éjéi]dx —8x;g(x)K(|x; — xj|)[6T€‘] + ¢, ClCTCj,CTCl]
dx;

(B22)

J

(B23)
dy = [¢;.¢[e1@le el — élece)), (B25¢)
dA4 = cx[ci ,C; ci]cjcj — cj[ci ,C; ci]éiéx, (B25d)
s = (ele;cl — clechienelen. (B25¢)

Equations (B25) imply that Cx depends on the partition
along x, i.e., it would vanish if Zj — fdx. Its norm can
consequently be bounded as

ICk I <

2Rk (Py), (B26)

022122-8
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where

Rk(P)=5)_ )

Joi#E

(Sxiéxj/ K (|x —xi|) K(|x; — x;])
8x;

x max(||di |, dall, s I, I1da I, I1ds|D)|dx.  (B27)

Using Egs. (B15), (B17), (B20), (B22), and (B26), the final
estimate can be written

[[A. A1 < 2(|[As. O] | Ry (P) + (05) Ruu(P)
+ | 04| Ryk(Pu) + Rek (P) + Rk (Py))
= 2([[[As. O] || Rs(Pu) + RE(Pu) + RE'(Po) .
(B28)

where R'gc(P,,) comprises all the errors due to discretization
of integrals involving products of local bath operators [i.e.,
the function [J(x)]*] and Rg“(Pn) comprises all the errors
due to discretization of the integrals involving nonlocal bath
operators [i.e., the functions K (|x — x'|), J(x)K (|x — x'|),and
g(x)K(Jx — x'])]. The first term in Eq. (B28) vanishes for pure
dephasing, R?C(P,,) vanishes for operators obeying bosonic
canonical commutation relations, whereas R (P, ) captures the
intrabath interactions and vanishes for normal modes. Using
Egs. (B28) and (B7) one obtains

Ri(Py) < 1&gl (| [Hs, O] | Ry (P) + RE(Py)
+ Ry (Po)[2+ 22 ([[As, Os] || Ry (Pn)
+ RE(P)) + RE'(P) ],
showing explicitly that at finite times the error R;(P,) depends
on how well the integrals are approximated by the Riemann
sums.
The second contribution to the error, Ry(Py) in Eq. (B1),

represents the distance between Ag and its time evolution
under H — Hp,. It can be estimated as

(B29)

i(H—Hp,)t § ,—i(A—H A
Ry(P,) = ||e! =1t Agemt =Mt — A

— H—Hp,
<y =lel (B30)
k=1
with
CLT = [ = ™
and CA‘(I)LI “Hn = A s. Using the BCH formula and the triangular

inequality since

A A ~

= [[A — Ap,.As]| < 21AsI|A — Ap,

n

N
[[e

b
. ~H-H
we obtain for C,, "

J&

Substituting this into Eq. (B30) yields the following estimate
for Ry(P,):

k

<2 Asll| A - Hp,

(B31)

Ry(P,) < A (XA Hrlt _ 1), (B32)

For finite time, the error R,(P,) vanishes in the limit
n— oo.
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We conclude from Egs. (B7), (B28), and (B32) that, for
a fixed finite time ¢, the error R(P,) can be made arbitrarily
small by proper choice of the partition. It is thus sufficient
to represent a continuous bath with infinitely many DOFs by
a finite set of surrogate modes. Note that in our derivation
no assumptions on the system-bath interaction or intrabath
couplings were made.

As a final remark we note that, as long as the full Hamil-
tonian contains bounded operators, the bounds Eq. (A10) for
discrete DOFs and Eq. (B32) for continuous DOFs depend
only on the coupling structure and not on the specific algebraic
form of H.

APPENDIX C: EXTENSION OF THE DYNAMICAL
BOUNDS TO k-BODY INTERACTIONS

A generic generator defined on a discrete set and containing
k-body interactions is written as

N R
H = E Risin,.is

1,025l

(ChH

where iy, ...,i; € (0,00), and ﬁil,m,,‘k is a generic k-body
interaction. This Hamiltonian defines a hypergraph, i.e., an
ordered pair G = (N, E) with the set of nodes N made up of
all the degrees of freedom acted upon by A and E comprising
the set of nonempty subsets of N, called hyperedges or links,
for which ||fl,~l ,,,,, i. I # 0. Since all interactions are k-local in
Eq. (C1), all hyperedges have size k, and the hypergraph is
k-uniform. A graph can therefore be regarded as a 2-uniform
hypergraph. The adjacency matrix A?j of a hypergraph G is
defined as the matrix whose entries A", correspond to the
number of hyperedges containing both degrees of freedom
i and j [43]. The connectivity of a node ¢; is given by
the number of hyperedges involving the node, ¢; = ) ; Alhj
The hypergraph is therefore locally finite if max;eyc; =
¢; < 00. One can then define the coupling matrix J on the
hypergraph,

=2 X LT

ny

S(k.k’;l: i :‘iv.::k/ =j

and consequently bound its norm by ||J/|| < max;ey Y Jij.
This implies that Eq. (6) in the main text holds in the same
form with O = max;, ||13[1 i |I. Equation (9) in the main
text holds formally unaltered as well, with the Riemann sums
calculated for the relative k-body terms.

,,,,,

APPENDIX D: THE SUZUKI-TROTTER DECOMPOSITION

At finite ¢ the effective generator of the reduced system
evolution has the generic form

Hx, = E hij,
i,j€Xy

where without loss of generality we assume two-body in-
teractions. The set X, is that of the relevant DOFs acted
on by Hy, and h;; is the generic interaction between two

022122-9
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DOFs. At 1 < oo the effective propagator generated by H X,
can be approximated by applying a Suzuki-Trotter expansion
[33,44]

my

1_[ e—i/:l,/Al , (Dl)

{i.j}eXn

e—ift o

where At = t/m,. The generator I-AIX” contains K, < |X,|?
two-body terms. The error introduced by approximating
e~M:A1 within each At by a product of K, terms is of the
order € < 10?K2(At1)* [35,36]. A prespecified error €,/2
for the whole time ¢ is achieved by taking m, = O*t?K? /e,
Trotter steps, i.€., by choosing At = €,/(tO*K?). The product
formulain Eq. (D1) can be generalized to generators exhibiting
arbitrary time dependence [36].

PHYSICAL REVIEW A 88, 022122 (2013)

For a k-body effective generator, the propagator of the form
Eq. (C1) is decomposed as

my

The error estimate in the previous section holds formally
unaltered with K, < |X,|¥. One could then use the Solovay-
Kitaev algorithm [45] to further decompose each k-unitary
into a product of one- and two-body unitaries chosen from
a suitable set. To achieve an accuracy € for each k-unitary
transformation, ngx = a logg(e‘l) operations are required
with a and b constants. If one chooses € = €,/(2ny), the ef-
fective propagator is simulated with an accuracy €, employing
nl, = ang logé’(nd /€2) one- and two-body unitaries, i.e., with
a computational effort that scales polynomially in time and
number of effective DOFs [36].
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