
dispersion of the Karin family requires that its parent body was pre-
fragmented or reaccumulated. This supports the overall picture that
all large members of asteroid families are reaccumulated bodies,
given that the Karin cluster is at least a second-generation family in
the lineage of the older Koronis parent body.

Our simulations can also be used to determine the impact energy
needed to produce a given degree of disruption as a function of the
internal structure of the parent body. From Table 1, we see that
disrupting a pre-shattered target requires less energy per unit mass
than for a monolithic body. This, at first glance a surprising result, is
related to the fact that the fractures as modelled here (no porosity
and no material discontinuities except damage) do not affect shock
waves but only tensile waves. Hence, fragments can be set in motion
immediately upon being hit by the shock wave without having to
wait for fracture to occur in a following tensile wave. Thus, transfer
of momentum is more efficient and disruption facilitated. Note that
the presence of large voids such as those in rubble piles affect the
propagation of the shock wave, thus reversing this trend. A more
detailed study of these properties will be presented in another paper.
Nevertheless, it is already clear that the internal structure of an
asteroid plays an important role in the determination of its response
to impacts (see also ref. 18). This is not only relevant for estimating
the collisional lifetime of a body in the asteroid belt, but also for
developing strategies to deflect a potential Earth impactor.

A last important implication of our simulations concerns the
properties of family members with sizes smaller than can currently
be observed. The break-up of a pre-shattered Karin parent body
produces several thousand fragments with sizes ranging from a few
kilometres down to our resolution limit of 0.2 km (Fig. 1). Their
ejection speeds can allow some of them to be injected into efficient
transport mechanisms leading to Earth-crossing orbits. Therefore,
we conclude that the Karin break-up event may well have produced
some near-Earth asteroids and even some meteorities. According to
our simulations, the potential near-Earth asteroids with size at least
above 0.2 km result from the gravitational reaccumulation of
smaller fragments, and are therefore all aggregates. A
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The amplitude and frequency of laser light can be routinely
measured and controlled on a femtosecond (10215 s) timescale1.
However, in pulses comprising just a few wave cycles, the
amplitude envelope and carrier frequency are not sufficient to
characterize and control laser radiation, because evolution of the
light field is also influenced by a shift of the carrier wave with
respect to the pulse peak2. This so-called carrier-envelope phase
has been predicted3–9 and observed10 to affect strong-field
phenomena, but random shot-to-shot shifts have prevented the
reproducible guiding of atomic processes using the electric field
of light. Here we report the generation of intense, few-cycle laser
pulses with a stable carrier envelope phase that permit the
triggering and steering of microscopic motion with an ultimate
precision limited only by quantum mechanical uncertainty.
Using these reproducible light waveforms, we create light-
induced atomic currents in ionized matter; the motion of the
electronic wave packets can be controlled on timescales shorter
than 250 attoseconds (250 3 10218 s). This enables us to control
the attosecond temporal structure of coherent soft X-ray emis-
sion produced by the atomic currents—these X-ray photons
provide a sensitive and intuitive tool for determining the car-
rier-envelope phase.

Matter exposed to intense laser light undergoes ionization, which
gives rise to a broad range of phenomena in atoms, molecules and
plasmas. An electronic wave packet is set free around each oscil-
lation peak of a laser electric field that is strong enough to overcome
the effective binding potential (Fig. 1a). The ensuing motion of the
wave packets released by optical-field ionization depends on the
subsequent evolution of the driving laser field11,12. A laser pulse
consisting of many wave cycles launches a number of wave packets
at different instants. Each of these follows a different trajectory
because of the differences in the initial conditions of their motion,
preventing a precise control of strong-field-induced electronic
dynamics. Intense few-cycle light pulses with adjustable carrier-
envelope (C-E) phase hold promise for a marked improvement.
With the C-E phase set to make the peak of the oscillating electric
field coincide with the pulse peak (blue line in Fig. 1c) and the
strength of the field just sufficient to reach the ionization threshold
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at the pulse centre, a single, isolated electronic wave packet can be
formed. The motion of this wave packet launched into an accurately
controlled electric (and magnetic) field at a well-defined instant is
determined with the highest possible precision permitted by quan-
tum mechanics. Hence, few-cycle light with controlled electric-field
waveforms offers the ultimate control of strong-field-driven atomic,
molecular and plasma dynamics. This prospect constitutes the
primary motivation for the work reported here.

In the present experiments, we adjust the peak intensity of
linearly polarized few-cycle laser pulses such that several electronic
wave packets in the vicinity of the pulse peak are set free. First they
are removed from their parent ion, but within a laser period they are
pulled back by the laser electric field (Fig. 1b). The highest-energy
portion of the wave packet re-collides with the ion near the second
(counting from the wave packet’s ‘birth’) zero transition of the laser
electric field, and results in the emission of an energetic (soft-X-ray)
photon11,13. Being repeated many times in a multi-cycle laser field,
this elementary process results in a series of equidistant emission

lines corresponding to high-order odd harmonics of the driver laser
light14 and a sequence of sub-femtosecond bursts in the time
domain15. By contrast, our few-cycle pulses release only a few
wave packets near the pulse centre. The grey arrows in Fig. 1c depict

Figure 1 Optical-field ionization and generation of coherent extreme ultraviolet and

soft-X-ray radiation from an atom exposed to a strong, linearly polarized, few-cycle light

pulse. a, The effective Coulomb potential binding valence electrons to the atomic core

(dashed curve) is temporarily suppressed around the oscillation peak of the laser electric

field. A valence electron can tunnel through or escape above the potential barrier formed

by the superposition of the atomic Coulomb field and the instantaneous laser field (solid

curve). The electron wave packet that is set free within one-half of the laser period

(T0 ¼ 2.5 fs at a wavelength of 750 nm) is temporally confined to less than T0/10 owing

to a nonlinear dependence of the ionization probability on the strength of the laser electric

field E L. Atoms exposed to a few-cycle pulse emit one or several wave packets near the

pulse peak, depending on the peak intensity (relative to the ionization threshold) and the

C-E phase J. b, The freed electron is moved away from the atomic core and then pulled

back to it by a linearly polarized field. Re-collision of the electron with its parent ion may

trigger several processes, including secondary electron emission, excitation of bound

electrons and emission of an energetic (soft-X-ray) photon. c, The highest-energy

(‘cut-off’) X-ray photons are emitted near the zero transitions of the laser electric field

around the pulse peak. With J < 0 (cosine waveform, blue line) they are temporally

confined to one single burst, whereas J < p/2 (sine waveform, red line) yields two bursts

of comparable amplitude separated by ,T0/2. d, As a result, the spectral distribution of the

emitted ‘cut-off’ X-rays is continuous or modulated quasi-periodically, respectively.
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Figure 2 Overview of C-E-phase-stabilized high-power laser system. a, Schematic of

the laser set-up. AOM, acousto-optical modulator; PCF, photonic crystal fibre; MZ,

Mach–Zehnder set-up; SP, 2-mm sapphire plate; FDC, frequency-doubling crystal. The

C-E phase of the pulses delivered by the titanium:sapphire (Ti:Sa) oscillator is controlled

by tracking the f-to-2f signal in interferometer I and controlling the pump power (Verdi,

Coherent) through a feedback based on the AOM. Frequency dividers /4 and /80,000 are

used to derive, respectively, the reference frequency for the stabilization of the phase slip

behind interferometer I and the repetition rate of pulses amplified in a multipass amplifier

(Femtopower Compact Pro, Femtolasers; pump source: Corona, Coherent). With this

technique the C-E phase recurrence of the Ti:Sa oscillator is set such that every fourth

pulse (and therefore also every 80,000th pulse) exhibits the same electric-field waveform.

The residual drift of the C-E phase behind the laser amplifier is monitored with

interferometer II and pre-compensated by shifting accordingly the C-E phase of the

oscillator. See Methods for further details. b, Pulse properties behind the hollow-fibre-

chirped-mirror compressor. The blue and red curves depict possible electric-field

waveforms compatible with A L(t ) and q L(t ) retrieved from the interferometric

autocorrelation (left inset) and the pulse spectrum (right inset) for different settings of the

C-E phase; c, C-E phase drift versus time with and without slow-drift feedback (compare

a); insets show the f-to-2f interference spectrograms recorded with interferometer II.

a.u., arbitrary units; f rep, repetition rate of the oscillator; fce, f-to-2f beat signal; S fast

and S slow, electric signals from the ‘fast’ and ‘slow’ feedback loops; Vout, amplitude of

AOM control voltage.
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those that have the highest kinetic energy at re-collision and,
consequently, produce the highest-energy (cut-off) X-ray photons.
The spectral distribution of these photons depends sensitively on
whether they are emitted in a single sub-femtosecond X-ray burst or
in a couple of bursts, which can be controlled with the C-E phase of
the few-cycle laser pulse (Fig. 1d). Such sub-femtosecond X-ray
bursts were recently produced and measured using randomly
phased few-cycle light pulses16,17. As the emission of two bursts
of comparable energy can only occur within a narrow range of C-E
phases, statistically, the highest-energy X-ray photons were carried
in one dominant burst. Yet, optimization of the excitation con-
ditions for maximum concentration of X-ray emission energy in a
single pulse and their accurate reproduction has not been possible
with randomly phased laser pulses. Here we report the generation of
this radiation—which we do not refer to as high harmonics for the

reasons explained below—with phase-stabilized light pulses. The
spectral distribution of the highest-energy X-ray photons emerging
from the few-cycle-driven ionization process enables us to deter-
mine the C-E phase. In combination with standard pulse diagnos-
tics, this approach permits complete characterization of the
temporal structure of few-cycle light waveforms (with an ambiguity
in the direction of the field).

The electric field of a linearly polarized light pulse can be
generally written as ELðtÞ ¼ ALðtÞ cos ½qLðtÞtþJ�: This description
includes three physical quantities: the amplitude envelope AL(t),
where t is time, the instantaneous frequency of the field oscillations
qLðtÞ ¼ q0þ bðtÞ; where b(t) is a possible frequency sweep across
the pulse, and the C-E phase J. In few-cycle pulses, a change in J
affects E L(t) considerably2. Whereas A L(t) and q L(t) can be
obtained from standard pulse diagnostic techniques and flexibly
modified in pulse shapers, J has remained immeasurable so far. In
general, pulses delivered by femtosecond lasers have a reproducible
envelope and carrier frequency but carry a random C-E phase2. It
was demonstrated recently that the pulse-to-pulse shift of J can be
tracked in real time and stabilized using a so-called f-to-2f inter-
ferometer18–21. In such a scheme, the laser spectrum is broadened to
a full octave and the beat between the frequency-doubled low-
frequency spectral components and the high-frequency com-
ponents is detected and used for active phase stabilization.

In our experiments, we amplify phase-stabilized pulses from a
sub-10-fs titanium:sapphire (Ti:Sa) laser (seed oscillator) in a
multipass chirped-pulse Ti:Sa amplifier operating at a 1-kHz
repetition rate (Fig. 2a). Amplification and temporal recompression
yield 20-fs, 1-mJ pulses, which are subsequently spectrally broad-
ened by self-phase modulation in a hollow-core waveguide filled
with neon gas, and finally compressed on reflection off chirped
multilayer mirrors. This system delivers 5-fs, 0.5-mJ pulses with a
carrier wavelength of 750 nm (Fig. 2b)22. The C-E phase jitter
emerging in the waveguide has been measured by comparing the
output beam with a reference split off the input beam in a linear
interferometer. The jitter is found to be less than 50 mrad (root-
mean-square, r.m.s.) owing to the excellent energy stability of the
amplified pulses (,1% r.m.s.). The C-E phase can therefore be
monitored directly at the output of the amplifier with a broadband
f-to-2f interferometer23,24.

The drift of the C-E phase can be retrieved from the spectral shift
of the recorded pattern of the f-to-2f spectral interference (right
inset in Fig. 2c). In the absence of phase stabilization of the seed
oscillator, the f-to-2f interferogram is completely blurred after
approximately 200 laser shots (left inset of Fig. 2b). In contrast,
seeding the amplifier with phase-stabilized pulses preserves good
fringe visibility over thousands of laser shots. The phase evolution
derived from the change of the interference pattern (blue curve in
Fig. 2c) appears to be frozen for periods as long as several seconds.
Considering the fact that some extra phase noise might be intro-
duced in the measurement process, the blue curve in Fig. 2c
accounts for the maximal possible drift of the C-E phase present
in the laser system. Due to the slowness of this drift, it can be readily
tracked by computer analysis of the f-to-2f interferogram, and pre-
compensated by a phase offset of opposite sign through a ‘slow-
drift’ feedback loop (Fig. 2a). The simultaneous use of both feed-
back loops allows stabilizing the C-E phase for extended periods
(..1 minute). The residual variation of the C-E phase retrieved
using the in-loop f-to-2f interferometer is shown by red curve in
Fig. 2c. In this case, the upper limit of the C-E phase drift at the
output of the laser system can be obtained with an additional, out-
of-loop interferometer.

With these intense phase-controlled few-cycle pulses, we can now
set out to control electronic motion within the field oscillation cycle
of visible light and exploit this technical capability to measure the
value of the C-E phase by gauging it with a sensitive strong-field
interaction. According to the intuitive insight into the underlying

Figure 3 Numerical simulations of few-cycle-driven coherent soft-X-ray emission from

ionizing atoms. a–d, Cut-off-range spectra for different C-E-phase settings of the driving

laser pulse. e, f, The solid curves depict the temporal intensity profile of the cut-off

harmonic radiation filtered through a gaussian bandpass filter with a full-width at half-

maximum of 7 eV (solid line in a), whereas the dashed curves plot E L(t)
2. The parameters

of the calculations are as follows: laser pulse duration, t L ¼ 5 fs; pulse energy, 0.2 mJ;

beam diameter, 2w L ¼ 122 mm; medium, neon; pressure, 100 mbar; length, 2 mm.

These results, along with previous numerical studies4,9, fully support our intuitive analysis:

the few-cycle cosine wave is predicted to produce a single soft-X-ray burst (filtered in the

cut-off, e). Deviation of J from zero gradually suppresses the magnitude of the main burst

and gives rise to a satellite spike. The latter becomes most prominent for jJj! p/2 (f ).

In the frequency domain, the isolated pulse emerging for J ¼ 0 implies a continuous

spectrum (a), which gets increasingly modulated with the appearance of the second burst

for jJj! p/2 (b–d ). Detailed numerical simulations show that the values of J

corresponding to the smoothest and the most deeply modulated cut-off spectra are

shifted by about 208 from the intuitively anticipated values of 0 and p/2. The relative

bandwidth of the cut-off continuum linearly scales with the ratio D=ðE 2
L Þmax (compare e),

which, in turn, is related to the number of cycles in the optical field, t L/T 0. In fact, the

continuum bandwidth is as broad as ,20 eV for t L/T 0 ¼ 2 and a cut-off photon energy

of 125 eV, and shrinks to only 3.8 eV for t L/T 0 ¼ 5.
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physics, outlined above, the energetic radiation from an atom
ionized by a linearly polarized few-cycle pulse constitutes an
excellent candidate for such a C-E-phase calibration. Owing to
the fact that the emission of the highest-energy (cut-off) photons is
confined to about a single light oscillation period, T0, the time
structure of the generated X-rays is expected to depend sensitively
on the C-E phase of the few-cycle driver light. In fact, for a cosine
waveform featuring a single strongest half-cycle (J < 0 ^ np,
where n ¼ 0,1,..), the highest-energy photons are emitted within a
single burst resulting from the wave packet that was ‘born’ near
t ¼ 2T0/2 and re-collided with the parent ion in the vicinity of
t ¼ T0/4 (Fig. 1c). For a sine waveform (J < p/2 ^ np) there are
two most intense half cycles resulting in a pair of most energetic
re-colliding wave packets and, correspondingly, two cut-off X-ray
bursts emitted near t ¼ 0 and T0/2 (Fig. 1c). Therefore, for these
two different values of J we expect distinctly different spectral
distributions of the highest energy photons (Fig. 1d): a continu-
ous distribution for J < 0 ^ np (where n ¼ 0,1,..), and a dis-
tribution exhibiting deep (quasi-) periodic modulation in the
case of J < p/2 ^ np. These intuitive considerations have been
fully confirmed by our numerical simulations25,26 for the realistic

experimental conditions of a macroscopic generation medium.
Figure 3 depicts representative results. Our investigations reveal
that tL/T0 # 2.5 (where tL is the pulse width, full-width at half-
maximum) is required to produce a soft-X-ray continuum of
sizeable relative bandwidth (.10%; that is, .10 eV in the 100-eV
range). For pulses that meet this requirement and have a duration
close to their bandwidth limit, the above-described dependence of
the spectral structure of the cut-off radiation on J is found to be
robust within a broad range of parameters. Consequently, it can
be used for calibrating the value of the C-E phase.

We have generated coherent soft X-rays by gently focusing our
phase-stabilized 5-fs pulses into a 2-mm-long sample of neon gas.
Figure 4 shows a series of soft-X-ray spectra produced under the
conditions that are described in Fig. 4 legend for different values of
the C-E phase of the 5-fs pump pulses. For a setting of J ¼ J0

(Fig. 4b), a broad structureless continuum appears in the cut-off
region (�hq . 120 eV). Notably, with a change of the phase, the
continuous spectral distribution of the cut-off radiation gradually
transforms into discrete harmonic peaks, with the maximum
modulation depth appearing for the settings of J ¼ J0 ^ p/2.
This behaviour is in agreement with the intuitive picture presented
above, and allows us to identify J0 as zero with a residual ambiguity
of np, where n is an integer. This ambiguity in the determination of
J relates to the inversion symmetry of the interaction with the
atomic gas medium. In fact, a p-shift in J results in no change of the
light waveform other than reversing the direction of the electro-
magnetic field vectors. This phase flip does not modify the intensity
of the radiated X-ray photons, but it might become observable in
photoelectron experiments8,10.

Another noteworthy feature that has emerged from the soft-X-
ray experiments with phase-stabilized pulses is the frequency shift of
the harmonic peaks as a function of J. This effect has been predicted
by previous27 simulations, as well as by our current simulations, and
clearly manifests itself in the spectra shown in Fig. 4. This shift is due
to a phase shift of the satellite burst with respect to the main X-ray
burst, presumably as a consequence of the variation of the field
amplitude within T0 induced by that of the C-E phase. This
behaviour reveals that the ‘harmonic’ fringes visible in the cut-off
region of few-cycle-driven high-harmonic spectra do not represent
genuine harmonics, because the latter should remain invariant to
the change in the C-E phase as long as the laser frequency qL is left
unchanged. This shift, induced by C-E phase, completely smears the
harmonic structure of the near-cut-off soft X-rays generated by our
5-fs pulses in the absence of phase stabilization (Fig. 4e). Real high-
order harmonics (invariant to shifts in J) appear at photon energies
some 40% below cut-off (plateau harmonics, not shown in Fig. 4),
which are also observed in the absence of phase stabilization. The
invariance of these plateau harmonics to shifts in J confirms the fact
that q L(t) is not affected by varying the C-E phase in our
experiment.

The periodic spectral modulation present for J < p/2 up to the
highest photon energies observed, �hqcut-off < 130 eV (Fig. 4d),
completely disappears over a band of ,16 eV in the cut-off range
as J is shifted to zero (Fig. 4b). This is in fair agreement with
the 20-eV continuum bandwidth predicted by our simple con-
siderations for a 5-fs, 750-nm (tL/T0 ¼ 2) laser pulse. The C-E
phase can be evaluated with the highest possible accuracy by
recording pairs of soft-X-ray harmonic spectra at J 1 ¼ J and
J2 ¼ J þ p/2, where J is varied in small steps. In this method,
J ¼ 0 (or, equivalently, p) can be identified from a pair of spectra
that exhibit, respectively, the smallest and the largest modulation
depth in the cut-off range. The current phase and intensity stability
of our few-cycle pulses permits identification of a ‘cosine’ pulse with
an accuracy better than p/5. The obtained value of J is subsequently
used to calibrate the interference pattern recorded in the second
f-to-2f interferometer. With this calibration done, we can change J
with an accuracy of better than p/10 using the interferometer.

Figure 4 Measured spectral intensity of few-cycle-driven soft-X-ray emission from

ionizing atoms. a–d, Data obtained with phase-stabilized pulses for different C-E-phase

settings. e, Spectrum measured without phase stabilization. CCD exposure time was 0.5 s

in all cases. The coherent energetic radiation was generated by gently focusing 5-fs,

0.2-mJ laser pulses into a 2-mm-long neon gas medium. The on-axis peak intensity of

the pump pulse was estimated to be 7 £ 1014 W cm22. The neon gas was supplied in a

thin-walled metal tube with a backing pressure of 160 mbar. The pressure in the

interaction region, however, was somewhat lower owing to the gas expansion into the

surrounding vacuum chamber. Thin zirconium foils were installed in the pathway of the

generated soft-X-ray radiation in order to block the laser light as well as low-order

harmonics. The high-energy part of the spectrum (above 80 eV) was spectrally analysed

with a simple spectrometer consisting of a 10,000 lines mm21 transmission grating and a

back-illuminated soft-X-ray CCD camera (Roper Scientific).
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In this work we have demonstrated the generation of intense few-
cycle light pulses with reproducible temporal evolution of the
electromagnetic field. With these controlled intense light wave-
forms, we have explored the sensitivity of microscopic atomic
currents to the timing of light field oscillations with respect to the
pulse peak. The spectral distribution of the soft-X-ray radiation
emitted by the atomic currents change as this timing is changed by
less than 250 as, allowing a calibration of the C-E phase with a
precision better than p/5. Intense few-cycle light pulses with a
reproducible and known waveform allow precise control of the
emission of an electron wave packet from an atom (or molecule)
and its subsequent motion. The emerging field of attosecond
physics is expected to benefit from this capability in several ways.
First, the re-colliding electron wave packet may serve as a sub-
femtosecond excitation pulse for atomic electron dynamics, or as a
source of well-controlled, isolated sub-femtosecond X-ray pulses
(Fig. 3e). Second, measurement of the shape and chirp28,29 of sub-
femtosecond pulses is becoming feasible by recently demonstrated
attosecond diagnostic techniques16,17. Third, time-resolved inner-
shell spectroscopy30 could now be extended to tracing atomic
processes at an attosecond timescale. Last, extending intense light
waveform control to ultrahigh intensities would allow the motion of
relativistic electrons to be steered with unprecedented accuracy. A

Methods
C-E phase stabilization loop
The high-power laser set-up (Fig. 2a) incorporates a phase-stabilized 10-fs laser system (FS
800, Menlo Systems). It consists of a dispersive-mirror-controlled Kerr-lens mode-locked
Ti:sapphire oscillator (Femtosource Compact Pro, Femtolasers), an f-to-2f unit
(‘interferometer I’ in Fig. 2a), and phase-locking electronics driving an acousto-optic
modulator (AOM in Fig. 2a). About 50% of the output of the oscillator is directed into a
2-cm-long photonic crystal fibre (PCF in Fig. 2a) to broaden the spectrum of the pulses
beyond an octave. Subsequently, the low-frequency components f low of the broadened
spectrum are frequency-doubled to produce an interference beat with the fundamental
light at the high-frequency end of the spectrum, that is, f high ¼ 2f low. The optical set-up
producing this beat signal is referred to as an f-to-2f interferometer. The phase of the two
interfering quasi-monochromatic wave packets differs by 2J 2 J þ f, where f is an
unknown constant phase shift that prevents access to the value of J in this type of
experiment. For practical reasons, f cannot be reliably calibrated from an f-to-2f set-up.
Despite the fact that the value of the C-E phase remains unknown, the information on its
drift is sufficient to phase-stabilize the oscillator. In our laser system, the spectrally
broadened oscillator pulses are fed into a Mach–Zehnder set-up (MZ in Fig. 2a) that has a
frequency-doubling crystal in one of the arms2,20,21. The interference with the original
spectrum leads to the f-to-2f beat signal f ce ¼ DJ f rep/2p at around 530 nm, where DJ is a
pulse-to-pulse shift of the C-E phase. The phase detector compares the electric signal
detected at the output of the MZ with a reference, the frequency of which is derived by
dividing the repetition rate of the oscillator (f rep < 80 MHz) by a factor of 4. Forcing the
two signals, 1/4 f rep and qCE to oscillate in phase yields DJ ¼ 1/4 £ 2p so that every fourth
pulse looks alike. The rough adjustment of DJ is performed by changing the optical path
length through a thin intracavity fused-silica plate. At this stage, J is approximately
reproduced in every fourth round trip in the laser cavity, which results in a quasi-periodic
modulation of the f-to-2f beat signal at f ce < f rep/4 < 20 MHz. Next, to enhance the
accuracy of the phase reproducibility, the f-to-2f beat signal is phase-locked to the
f rep/4 reference. This phase-locking is achieved by controlling DJ via nonlinear effects in
the Ti:Sa crystal through variation of the pump intensity2. For this purpose, the beam of
the continuous-wave (c.w.) pump laser is passed through the AOM, which varies the
power of the transmitted beam proportionately to the phase error signal described above.
As a result, every fourth pulse, in the 80-MHz pulse train, and therefore also every 80,000th
pulse picked by the multipass amplifier, carries the same C-E phase, giving rise to an
accurate optical field reproduction in the radiation seeded into the amplifier. To correct
additional C-E phase drift emerging during the process of amplification, the spectral
interferograms detected behind the amplifier in the second f-to-2f unit (‘interferometer II’ in
Fig. 2a) are analysed in a personal computer by a Fourier-transform algorithm. The resultant
(slowly varying) phase error signal is subsequently combined with the feedback from the
phase detector in the first f-to-2f interferometer and used to control the AOM.

Measurement of phase jitter introduced by the hollow waveguide
The method of (linear) spectral interference was used to assess the C-E phase jitter added
by the hollow-fibre chirped-mirror pulse compressor (Fig. 2a). The measurement was
performed by splitting off a reference beam behind the multipass amplifier, and interfering
it with the spectrally broadened and temporally compressed light. The resultant spectral
interferograms, recorded with a CCD (charge coupled device)-based spectrometer,
reflected the shot-to-shot phase jitter that has two distinct contributions. The first arises
from the mechanical path-length fluctuations of the interferometer arms, and corresponds
to a linear variation of the spectral phase. The second represents the shift of the C-E phase
resulting from the beam pointing and intensity instabilities of the light coupled into the

hollow waveguide. As the C-E phase jitter is frequency-independent, it can be clearly
separated from the contribution added by the mechanical arm length drift.

Numerical simulations of the generation and propagation of soft X-rays
We used an improved version of the code first presented in refs 25 and 26. The code solves
the wave propagation equations in three dimensions of space, where cylindrical symmetry
is assumed for the transverse beam profile, and the slowly evolving wave approximation9 is
used. The atomic dipole response to the laser field was calculated by an extension of the
model of Lewenstein et al.14,25, using accurate static field ionization rates obtained from
numerical fully quantum-mechanical calculations. Harmonic absorption and diffraction
is taken into account, as well as the geometrical (Gouy) phase shift, dispersion introduced
by free electrons, ionization energy losses, and the delay due to the refractive index of
neutral atoms.
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29. Brünger, A. T. et al. Crystallography & NMR system: A new software suite for macromolecular

structure determination. Acta Crystallogr. D 54, 905–921 (1998).

Supplementary Information accompanies the paper on Nature’s website

(ç http://www.nature.com/nature).

Acknowledgements We thank S. Wakatsuki, M. Suzuki and N. Igarashi of the Photon Factory,

Japan, for help in data collection at beamline BL18B. This work was supported in part by National

Project on Protein Structural and Functional Analyses from the Ministry of Education, Science,

Sports and Culture of Japan.

Competing interests statement The authors declare that they have no competing financial

interests.

Correspondence and requests for materials should be addressed to H.O.

(e-mail: hoik@chem.agr.hokudai.ac.jp) and I.T. (e-mail: tanaka@castor.sci.hokudai.ac.jp).

Structure coordinates have been deposited in the Protein Data Bank under accession code 1IZC.

..............................................................

erratum

Attosecond control of electronic
processes by intense light fields
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In Fig. 2c of this Letter, the units of time on the x axis should be
seconds, not femtoseconds. A
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